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MpoAoyog

O TOpOC autog TepAauPBavel TIEPNAPELG ETTAEYPEVWY  SUMAWPATIKWY KAl
TITUXLOKWY EPYACLWV TIOU €KmtovnOnkav oto Tunua MAnpo@oplkng katr TnAe-
TILKOWWVLWV Tou EBvikoU kat KamodiotplakoU Mavemotnuiou ABnvwv katd
To Sldotnua 01/01/2014 - 31/12/2014. NMpokettal ywa tov 12° tépo otn ospd
autr. ZToX0G tou Beopol elval n evBappuvon TG SNULOUPYLKNAG TIPOOTIABELAC
KaL N TiPOBOAN TwV TPWTOTUTIWY EPYACLWY TWV POLTNTWV Tou Tunuatoc.

H ek&oon autr elvat Pn@lakn kat exel 8tko tng ISSN. Avaptdrat otnv emnionun
LOTOoEALSA TOU TUNHATOG KAl £TOL, EKTOC aTo TN Pelwon tng damdavng katd tnv
TpEXOoUoa TEPLOS0 OLKOVOMLKNG KPLong, €xEL Kal PeyaAUTeEPN TpooBaciuotnta.
Mla To OTtOX0 autod, ONUAVTIK NTav n oupdBoAn tng Andag XaAdton Tou
ETILMEANONKE KAl QETOC TNV PN@LaKr €KE00N KAl TIETUXE PLA EAKUCTLKN TtoLotnta
napouctaong, evw BEATIWOE Kal TNV OUOLOYEVELA TWV KELUEVWV.

H otdBpun twv emAeypévwy epyactwy elvat UPNAR Kal KATIOLEG ATIO AUTEG EXOUV
elte Snpooteubel elte uoBANBEL yLa Snpooieuon.

©a BEAape va EUXAPLOTCOUPE TOUC (POLTNTEG yLA TO XPOVO TIOU apLEpWOoaV yLd
va TIapouUcLAcouv tn S0UAELA TOUG ota TAalola autou Tou BeopoU Kat va Toug
OULYXQPOUHE ylLa TNV TIOLOTNTA TWV £pyaclwy toud. EAtiCoupe n dtadikactia autn
Va TIPOCEWPEPE KAl OTOUG (Eloug pLa epTelpila ou Ba toug Bonbroel otn cuvexeLa
TWV OTIOUSWV TOUG I TNG ETIAYYEAPATLKAG TOUG otadlodpopiac.

H ETiitpottr) EpguvnTikwy Kat AVamtugLlakwy ApaotnpLlotitwy
0. @=0xapng (UTteLBUVOG €kSoonc), H. MavwAAKog

ABrva, louviog 2015



MTYXIAKEZ

EPTA2ZIE2
Nt

ra

i 8




- MTYXIAKH EPTAZIA -

YTtoAoyLlopol Movotmatiwy o€ Mpagoug

Kwvotavtivog E. MNavvouonc (kgiann@di.uoa.gr)
Ektwp I Bpettdkng (e.vrettakis@di.uoa.gr)

MepiAnyn

Y€ QUTN TN TITUXLOKN gpyacia, uAoTtoljoape eva cuotnua to orolo Xelpietal
Baoelg Sedopevwy ypagwv. Mo ouykekpLueva, eotlaloupe otnv emiAucn Suo
Baolkwv TpoPAnuAtwy otn dlaxeiplon Twyv Bacswv dedopevwy ypagwy. To eva
elvat n ebpeon Tou BEATLOTOU TPOTIOU SLACKLONG ToU ypd@ou. To £TEPO elval WG
Va XELPLOTOUHE KAl va Tapoucldooupe Ta avaktnbévta ssdopeva. To cvotnua
ETILAEYEL POVOTIATLA TA OTola TIANPOUV HLla OELpA KpLtnplwv Kal €MLTPETEL va
g@appolovtal KpLTApLa XPNOTWY £TOL WOTE O KABE ETIEPWTNON VA ETLOTPEPETAL
€Va aTIOTEAECA TO OTIOLO va £XEL VONUa yLa tnv KAbe xpron.

TNV TPOOTIABELA pag yla €KTevr) KAAUYN uAoToloape SUO cucoTAHATA TIOU
Tipooeyyifouv To TPOPRANUA PE SUO EEXWPLOTEG TEXVLKEG. ZTNV TIPWTN oL dLadpo-
HEC YapTtoypagouvtdal TPV amod OToLadNTIOTE EMEPWTNCN EVW OTn SeUTEPN TaA
povoTtatia SnuLoupyouvTal PE T XPron TOo0 UTTOAOYLOPWY GAAA KAl CUYXPOVL-
OPWwV. Katotiy, mapouctaloUpE TG OUYKPLOELG Twv Suo cuotnudatwy Byalovtag
KOL TA TEALKA pag cupTiepacpata.

NEEELC KAELOLA: Katavepnuevol YroAoylopol, AAyoplBuot Mpapwy, Baoelg Acdopevwy
Mpapwy, YtoAoylopol Movottatiwy, E€atoutkeuon MNMAnpo@opLwy

EmBAETTIOVTEG

lwavvng lwavvidng, Kabnyntng, EppavounA KapBouvng, Yriogriplog AL6Aktwp
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1. Ewocaywyn

H &€a tou BEpatog §06nNKe pe apopprn TtV avdykn uAoTiolinong plag SLEmagng
TOU, UTIO OXESLAOPO aKOUA KATA TN CUYYpa@r TOU KELUEVOU, CUCTHHATOG TIAPOX NG
€EATOULKEUPEVWVY TIANPOPOPLWYV (PAROS).

To oloTNUA AUTO €XEL OKOTIO Va TIAPEXEL EEATOULKEVOELG, CUCTACELG KAL AAAEC
UTINPECieC TpooapUOyYAG 0TA CUCTHUATA TTIAapox ¢ TANpowopLwv. Etol, n 1&€a tou
TIELPAPATLOPOU ETIAVW OE KATL TOOO EEEALYHEVO NTAV LA TIPOKANCN yLa EPAG, ELSLKA
av An@Bouv uTtdPn oL ATTALTACELG KAL 0 OYKOG TIOU PTIOPEL €va TETOLo ouoTnPa va
AGBeL.

OL Bdoelg Sedopevwy YpAPwy amaviolV OTLG TACELG TWV ETILXELPIOEWY CHPEPQ:
XPron Katd TO HPEYLOTO TIAEOVEKTNHA TWV CUVOETWY KAl SUVAULKWY OXECEWV OF
edopeva uPnAwv Sltacuvdeoswv. OL Baocelg sedopevwy ypapwy Bewpouvtal n
AUon Kkal oL veeg Tpooeyyloelg poomabolv va TapEXOUV ETIAPKEL JOVTEA yLa
HEYAAOUG YPAPOUG SE60UEVWV ELELKA OE KOLWVWVLKOUG Ypayoug (Social graphs) kat
0TO Ypayo tou lotou (Web graph).

ATIO TIC apxéc tou 1990 umnp&e €vag aplBudc povteAwv Pdocwv SedouEvwv
YPAYWV. AUCTUXWG, TO EVSLAPEPOV YLA TA PJOVIEAA AQUTA ypryopd TaphABe Aoyo
NG emepyoOpevng kuplapxiag tou XML kat tou Internet. Zrpepa Opwe, Adyw tng
padlknG amrnynong TwV KOWWVLIKWY SIKTUWV oL BAcelg S0PV ypapwy Te-
AoUV UTIO avaBewpnorn. ETILITAE0V, aTOTEAEL YeyovOC OTL PEYAAEG eTALPLEG OTIWG
n Facebook, N Google kat n Twitter £xouV ETLKEVTPWOEL TNV AVATITUEN TWV ETILYEL-
PNUATLKWY TOUG HOVTEAWV YUPW attd TeXVOAOYLEC ypawwv. OAa autd cuvtédecav
TNV ELOaywyr] Twv BAccwyv SeS0UEVWVY YPAPWY OTO TEXVOAOYLKO opiovta.

2TO TEYVLKO KOPMATL TNE TITUXLAKAC SnuLoupynoape SUo SLaWOopETLKA ouoTruata
Ta omola gotidlouv o SUO EEXWPLOTEG TIPOOEYYLOELG. ZTN TIPWTN, OL SLASPOPEG
XapToypagouvtal TipLV amod oToLadnToTE EMEPWTNON VW OTn SeUTEPN TA HOVO-
Tatia SnuLoupyouvTal KATd Tn SLAPKELA TWV ETMEPWTNCEWV. MapoAo Ttou Bewpn-
oape Tn SeUTEPN TIPOCEYYLON TILO KOVTA OTLG ATIALTHOELG TIOU £X0UME BECEL yLa TO
oloTNPA Pag, amoWacioape va KPATrOOUHE KAl TLG SUO UAOTIOLNOELG yLd AOYOoug
OUYKPLOEWV.
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2. Neprypawn Zuoctpatog

TNV Tapouoda TITUXLAKN €pyacia mpoomabnoape va dwooupe AUCELG o Suo
Baowka mpofAnpata otn dlaxeipton twv ypadpwv. To TpWTo, €lval o TPOTog
HE TOV OTolo PTIopOoUPE va SLacXlooUUE Eva YpaWo eVvw To SeUTEPO €lval, TWG
HTIOPOUE VA EKPETAAEUTOUHE TA XAPAKTNPLOTIKA TOU YPAYPOU (TLG LELOTNTEG TWV
KOPBWV KAl TWV aKPWV TOU) Tpog OWYeAOG Hag.

To TANB0G TWV SOULKWVY OToLXElWV €VOC ypawou, SnAadr Twv KOPPBwWY Kal Twv
aKMWV Tou, kabBopifouv To TANBOC, TNV TIOAUTIAOKOTNTA KAl TO PAKOG TWV HOVO-
TIATLWV TIOU PTtopEl KATTOLOG va XpNOLUOTIOLOEL yLa TN SLAcyLon EVOG ypayou ato
€va KopPBo agetnpla mpog evav AA\o teppatiopou. e Kabe emepwtnon (Query)
AOLTTIOV o€ pLa Bdaon SeSopevwyv e ypapoug, pla tetola SltaoyLlon AapBavel xwpa.

E€altiag autwv Twv XapakTneLoTIKWY, YIVETAL avTANTTo OTL, amalteltal KOoToG
elte o€ YpOVO €lte 0€ YWPO ELTE KL 0TA SUO, TIPOKELPEVOU Va YLVEL YLa TIAfpN Kata-
ypa®n TwV PJOVOTIATLWY TIOU PITIOPOUKE va Loy (OOULE.

Yta mAalola Tng TTUXLOKAG, avamtugaue €va oloTnua oTo OTolo 0 XPHoTtng
uttopel va BEtel Kavoveg epapuoync 1N teAeotég ou Ba xpnotluotonbolv ota
ETEPWTNHATA. XTO OUOTNUA PTIOPOUKME VA ELOAYOUHE TOOO AKUKAOUG KaTeUBU-
vopevoug ypagoug (acyclic directed graphs) 600 kat tuxaioug kateuBuvopeVoug
(arbitrary directed graphs).

Baolk Asltoupyla TOU CUCTAPATOC €lval N aveVPeon POVOTIATLWY OTIOU £@ap-
HOZOVTaG TOUG TEAEOTEG OTLG LELOTNTEG TWV SOULKWY OTOLYXELWV TOU ypaou (Tty
Bdapn akpwv) va dnuloupyolv vEA HOVOTIATLA ATIO CUVEVWOELG I cuVaBpoloeLg Twv
NénN avaktnBevtwy. Ta XapAKTNPLOTIKA TWV VEWV POVOTIATLWY TIPOKUTITOUV arto
TLG LELOTNTECG TWV SOULKWY OTOLXELWV TIOU PJETEXOUV OTOUG UTTOAOYLOHOUG.

To povtéAo tng Bacong dedopevwy ypa@wy TIou XpnolPoTioleital otn mapouca
TrtuyLakn elvat tutou ypagou LelotAtwy (property graph). Auto Bswpeltal pLa
aTto arod TLG TILo SNUOYIANG HOPPEG TOU HOVTEAOU YPAYWV. Evag ypawog LSLotnTwy
EXEL TA €ENGC XAPAKTNPLOTIKA:

«  TepLEXeEL KOPPBOUC KAl AKPEG
«  OLKOpBoL KatExouv LELOTNTEG (CeLyn TESLWV-TIHWV)

«  OL akpéEg ovopatidovtal, elval kateuBuvopeveg kKat Slabetouv Ttavta apyn Kat
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TEAOC.
« Ol aKPEG €TILONG TIEPLEXOULV LELOTNTEG

O TEPLOOOTEPOC KOOPOC Bewpel OTL TO POVTIEAO ypd@wv LELOTNTWY €lval o
SLaLoBnTiko kat eUkoAo yla va katavonBel. MapoAo amAo, umopet va xpnotyoToL-
nBel yla tnv mepLypa@n tng MAELOVOTNTAG TWV YPAPWY HPE TPOTIOUG TETOLOUG OL
oTtoloL TTapEXOLV XPOLPEG TIANPOWOPLEG yLa Ta SeSopeva TOUG.

Mia emepwtnon avalntnong (search query) ota mAalola Tng TTUXLOKAG AUTAG,
elvat o kaBoplopodg pLag akpung amod eva kKoo mpog évav dAAo. Ot kOpBol autol
KaAoUvtal apxn (source) kat TéEAOG (target) Tng emepwtnonG. H akur mou toug
OUVEEEL TIPOKUTITEL ATIO TN OUVOEDN €VOG I TIEPLOCOTEPWY ATIAWV HPOVOTIATLWY
TIEPLEXOVTAG £TOL KAl AAAOUG KOUPBOUCG SLaCUVEESEPEVOUG PE TN OELPA TOUG UE
TIEPLOOOTEPEG OKUEG. OTWG EXEL TIpoavVAWEPBOEl, OTLG TILO TIOAANEG ETIEPWTNOELG
0 OTOX0G €lval va kaBoplotoUv auTd Ta POVOTIATLA akOpa Kat av dev PTopet va
OXNMATLOTEL JLa HOVASLKY aKU 0V ATOTEAECHA TNG ETEPWTNONG.

2TQ OUCTAPATA TIOU UAOTIOLNOAME, €vag Xpnotng Hmopsl va opllel teAeoteg
N Kavoveg epappoyng. Ou kavoveg autol elval SU0 €L8wv, KAVOVEG CUVEVWONG
(Concatenations) kalL kavoveg cuvdBpolong (Aggregations). Xpnotuotolovvtal
yla tn oUVBeon VEWV aKPWV amo ta SOoPLKA oTolXela Twv povomatiwy Petagu
TWV KOPPBWV TWV EMEPWTNOEWV. OL KaVOVEG EQappoynG KaBopilouv TIOLEG AKUEC
Ba peteyouv otn SnuLoupyla Twv VEWV aKPWVY Ao TWV LELOTATWY Toug (T TU-
TIOUG OKMWV, TUTIOUG KOPBWV KATT).

Me TOV Kavova CUVEVWONG ML Vea akpr cuvtiBetal amo tnv cuvevwon Suo
OUVEXOHMEVWVY OKPWY, OTIWG @ailvetal oto XxApa 1. ATO tnv GAAn, 0 Kavovag
ouVABpPOLONG CUVBETEL LA VEA AKJN N oTtola avTikaBlotd OAEG KELVEG OL OTTIOLEC
£XOUV KoLvn apxr, Kowo TeEAoG Kat (8Lo Tuto (LoLotnta “tuTog akung”), 0w @ait-
VETAL OTO ZxNua 2.
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IxApa 1: Napadelypa epappoyng Kavova cUVEVWGONG
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Zxnpa 2: Napadslypa epappoyng kavova cuvabpolong
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Y& KABe ypaywo otav mpoomaboupe va tov dlatpefoups petagl Suo onueiwy,
TO TIPWTO TIPORANUA TIOU KAAOUHAOTE VA AQVTLHMETWTILOOUPE elval Ttota Stadpopn
va emAé€oupe. BeBalwg, pmopel va pnv uttdpyel pgua ovo stadpopr) aAAd ToAU
TIEPLOCOTEPEG AAAA OAEC VA £XOUV KATIOLO VONA yLa Jag.

To TPOPANHA auUTO emAUETAL PE TO METABATIKO €YKAELOPO (transitive closure)
TO OTIOLO pag emdelkvUeL av SUO KOPBOL ETLKOWVWVYOUV PETAEU TOUG, aKopa Kal
OxL dpeoa ouvéedepevol. Aettoupyel yla eva Babog avalntnong d, dnAadn av
0 KOPBOG tehoug PBploketal d+1 ox€oelg pakpUTEPA Ao TOV KOUPBO apxng TOteE
AEpE OTL oL Suo KOPBoL Sev €xouv TpooBactpotnta (reachability).

O peTaatikog eyKAELOPOG Sev AUVEL TO TIPOPBANUA TNG ETAOYNG TNG SLASPOUNG.
Aev pag uttayopeLEL TTOLOUG KOPPBOUG 1) akpeg Ba TpEmeL va dtacylooupe yla va
(TACOUPE OTOV TIPOOPLOHPO Hag. Mag elvatl Opwg xprotpo ylatt amd tov kopPo
TIoU BPLOKOPAOTE 1) ATtO TOV KATIOLO YELTOVIKO QVAPEPEL AV O TEALKOG KOPBOC elval
TPooBAcLuog.

To &eUtepo TPOPANPA elval o TPOTIOC TIOU PTIOPOUHE VA EKPETAANEUTOUE TLG
TIANPOYOPLEG TWV POVOTIATIWY KAl TIWG VA ETILEELKVUOULE TO ATIOTEAECUA TOUG.
Ma tnv emniAuon tou PORANHATOC AuToU KAtapUyaPe oTn XPron TwWV TEAECTWV
ouvabpoLong KaL CUVEVWONG.

Ma KABe povotdtt o EeKvAeL amod Tov KOPBo apxng Pe kateuBuvon Tov KOUPo
TEPUATLOPOU, EAEYYXOUME AV OL AKHPEG TOU TIANPOUV KATAAANAQ KPLTAPLA OUVEVW-
ong r cuvaBpolong. H eKTEAEON TwWV UTIOAOYLOPWV YlveTal pe BAcn TOUG KAVOVEG
EQAPPOYNG, EVW OL aKPEG AauBdavovtal amod ta povoratia apyifovtag amd to
TEAOC TIPOC TNV apxr). AUTO LOYUEL ULAG KAL N ApLOTEPN TIPOCETALPLOTLKOTNTA TOU
Kavova £QapuoynG UTTOBETEL OTL KABE TIPONYOUPEVOC UTIOAOYLOPOG EXEL YiVEL OF
TIPONYOUHEVO Brpa KTOG KAl AV TIEPLEXEL TNV AKI) TIOU TTPOooTEBNKE TeAeuTala.

2TO TEAOG, Lbaviko amotedecpa Ba elvat ekelvo omou Ba exel petagepBbel OAo
TO TPNMA tou ypdeou Tou Slacyiletal amod eva TANBO¢ PoVOTIATLWY OE pLla Kal
MOVO akpr Ttou Ba cuvEEEL TOUG TEALKOUG KOPBOoUG. H akpr) autr) Ba pepeL kat OAEG
TLG TIANPOYOPLEG TIOU XPELAlOPAOTE YLA TO CUYKEKPLUEVO €TEPWTNPA. H L&avikn
Katdotaon &ev elval TTAvTa €@LKTH aAAA eEaptdtal TOoo amo tov (8lo to ypdgo
000 Kal armod TN YPAPPATLIKA TWV KavOVwV €QapHUoynG.

Mla TNV €MiTEVEN TWV AVWTEPW, N EKTEAECN TWV UTTOAOYLOPWY Ba AauBavel xwpa
elte o€ kABe PBrua elte avd Lo peyala dLactripata ouyxpoviopou. Emeldn yvw-
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pldoupe OTL oL akpEG SLtawopoTttololvTal PETAEY TOUG avalOywg Tng OXEONG TIoU
QVTLTTPOCWTIEUOUY, PTIOPOUPE VA SNPLOUPYNOCOUUE KAVOVEG £@ApHoyns, Eexwpl-
0TOoUG OXL JOVO yla TO €(60¢ TNG &vwaong TIoU BEAOUE va ETILTUXOUHE (OUVEVWON
f ouvaBpolon aKPwyY) AAAA Kal avaAoywe TNG OXEONG TNG AKUNG PE TOUG KOPBoUG
TIOU OUVSEEL.

A@rivovtag AOLTIOV TOV XPrjoTn Va opiloeL TOUG KAVOVEG aUTOUC, UTIOPEL va eKTEAEL
TokiAa emepwtnpata AauBavovtag SLa@opETLKA ATIOTEAECHATA AVAAOYWE TWV
KAVOVWV Ttou @appodovtat kabe popa.

Onwg mpoavapepdnke, uttdpxouv Suo 6N Kavovwy e@appoyng. OL Kavoveg
gepappodovtal EEXwPLoTA Kal £TOL Pla akur n ormola mponABe amd tnv e@appoyn
TOU TIPWTOU PTTOPEL va PETEXEL EV OUVEXELQ OE EQApPHOYN) TOU SeUTEPOU.

Avd SUO aKPEG TOU EVOG PovoTiatioU TIoU TTANPOUV TA KPLTAPLA TOU TIPWTOU Kavo-
Va, JETA TOUG UTTOAOYLOPOUG TIPOKUTITEL YL VEQ AKMI PE apXn Tov KOPBo apxng
NG TTPWTNG Kat TEAOG Tov KOPPBOo TéAoug TnG Seltepne. H véa akur) tottoBeteital
Eavd teAeutala oto (8Lo povottdry, evw oL U0 AKHEC TIoU T Snuloupynoav agat-
pouvtal. H édwadkacia autn emavalapBavetat 000 UTIAPYXOUV OKUEG OL OTIOLEG
TIANPOUV Ta KpLTApLa.

AvtiBeta amo 0Tl ocupPaivel Ttapamavw, yla TtV eQappoyr) tou §eUTEPOU Kavova
amattovvtat Suo otadla. ZTo TPwTo, cuvabpollovtal OAEG OL AKHEG TIOU TIANPOUV
TA KPLTAPLA, N TEAEUTAla amo KABe PovoTtidty, o€ pLa SOUr TIPOKELPEVOU Va eTIEEEP-
yQaoTOUV OTn CUVEXELQ.

210 8eUTEPO OTASLO £PAPPOCETAL O KAVOVAG OE OAEG TLG AKUEG TIOU CUYKEVTPW-
Bnkav mapdyovtag pla vea akpr). ETELSr OAEC oL OKPEG TIOU CUYKEVIPWONKAv
EXOLV (6La apyn) Kat (8Lo TEAOG TOTE Kal n vea apxn Ba exeL Ta (Sla xapaKTnPELOTKA.
H vea akpr tomoBeteital teAeutala o OAA ta povoTatia anod otmou eAnwdnoav
OL OKHEG TTOU TN Snuloupynoav.

‘Eva tétolo cvotnua dtaxeiplong ypdewy Pmopel va €XeL TIPAKTLKN XPNoLPoTNTa
OTIWG va SlVEL aTavtnoELl O EPWTAPATA CUVSECLUOTNTAG, TLBAVOTATWY apéE-
OKELAG KATL. Onwcg elrape kal otnv apxn dnuloupyndnkav duo EEXWPLOTEG UAO-
TIOL|OEL TOU OUCTNPATOG QUTOU TIPOKELPEVOU VA CUMTIEPIAAPBOUME TLG SUO
SLAPOPETIKEG BEWPNTLKEG TIPOOEYYLOELG

Kaut oL duo UAOTIOLNOELG AVTAAAACOOUV TIANPOWYOPLEG PECW TwVv SLEpyacLwV
aLTPaToq. Koo otolyelo Twv UAOTIOLNOEWVY elvat eva £60¢ Slepyactwy oL OTIOLEG
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TIEPLEXOUV TA HOVOTIATLA TIOU £XOUV TIPOOTIEAACEL. AUTEG OL SLEPYAOLEG TIEPLEXOUV
TIC OKMEG TWV HOVOTIATLWY KAl XPNOLUOTIoloUV oav oTolxela avagopdg toug
KOPBouUE, SnAadr Katd TnVv eKTEAEON NG Slepyaoiag eAeyxetal o KOUBoG tov otolo
apopa n ekAcTote Slepyaocia kat cupTiepAapBavovtal eLTe oL akPEG elte o (8Log o
KOUBOG oTa PJoVOoTIATLa TIPOCTIEAACNC.

‘Otav 0 ypaYog PopTWVETAL 0TO cUCTNPA TOTE PLa OELPA aTIO SOMEG KAl AVTLKEL-
peva avaAapBavouv va maiéouv to poAo twv Soulkwy Tou otolxelwv. Etol, ol
KOPBOL TTEpLYpA®oVTaL PE QVTIKELPEVA Ta OTtola SLaTnPOUV TA XAPAKTNPLOTIKA TWV
KOPBWV Tou ypayou OTwG TUTIO, OVOoHA KAl AOLTEG LELOTNTEG, aAAA Slatnpouv
€TlONG KAl KATIOLEG SOUEC OTIWG ALOTEG PE TLG ELOEPYXOMEVEG TIPOG TOV KOUBO N
€EepXOMUEVEC TIPOC TOV KOUBO aKUEC.

AvtioTolXQ, TO QVTLKELPEVO TIOU TIEPLYPAPEL PLA QKM TIEPLEXEL TIANPOYOPLEG OTIWG
TOV KOPPBO apyng, Tov KOUBo TEAOUG, ToV TUTIO TNG KAl OTIOLASATIOTE AAAN LELoTNTA
kaBopiletal amod Tov EKACTOTE YpAPO.

ATIO Ta Ttapamdvw YIVeTal avtiAnTto 0Tl §08€vtog evog KOPBou, uTtopoupe va Xpn-
OLJOTIOL|OOUWE TLG EEEPYOPEVEG AKUEG TOU KAL VA PETATINSNOOUUE OTOV ETIOUEVO
YELTOVLKO KOUBo (o€ BaBog dnAadn d = 1).

210 cuotnua duo otadiwy, To cuotnua KaAeltal £tol ylati amoteAeitat amo duo
oTdadLa. ZTo TPWTO, Yivetal Eva oxedlaypappa dnAadn KataokeualouE To YPAPo
e€aptNocwy, Twv SLadSpopwV armod Tov KOUPBOo apxng HEXPL Tov KOUBOo TeAouG. EKel,
oe EEXWPLOTEG SOPEG KaTaypdgovTal yla Tov Kdbe kOpBo amd Toloug KOPBoug
TIPETIEL VA TIEPLPEVEL UNVUPATA KAl O€ TIOLOUG KOPBOUG TIPETIEL EKEIVOCG Va OTEIAEL.

210 SeUtepo 0TASLO, SnuLoupyeitat pra aAuoida pnvupdtwy ta otmola eplAapBa-
VOUV TOUG KOPBOUG TOU yPA®ou PEXPLG OTOU TA HNVUPATA VA TIEPLEXOUV TOV TEALKO

KOpBo tng avalntnong.

AeSopgEvou OTL £xeL SN TpaypatoTolnBel n xaptoypa@non Twv Sladpopwy, KAbe
KOPBOG lval evrpepog amod ToLoug KOPPBOUG TIEPLUEVEL va AABEL KaL TIPOG TIOLOUG
KOPBouG Ba otellel pe Tn o€Lpd Tou. Ta pnvupata mPog TOUG EMOPEVOUG KOHBOoUG
armooteANovTal PETA TN ANYn OAWV TWV PNVUPATWY attd €KELVOUC TIOU AVAEVEL.
Tote elval TTou eKTEAOUVTAL KAl OL UTTOAOYLOHOL TWV KAVOVWV EQApUOoYNG Kal £Tol
TA PgNVUPATa TIPOG TOUG EMMOPEVOUG KOPBOUG TEpAaBAVOULV NEN TLG VEEG AKMEG
TIOU £X0ULV SnULouPyNBel atd TNV EKTEAECN TWV TIAPATIAVW UTIOAOYLOPWV. 'a to
AOYO auto Agpe OTL KABe KOPPBOG lval SuvnTKA TOTIOG EKTEAECNG UTIOAOYLOHWY
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KAVOVWV EQAPPOYNG.

210 cUoTnHa €vog otadiov, To oTASLO TNG XaPTOoypAPNOoNG TTapaAEiTteTal. ATiO
NV apxn, dnuloupyouvtal EExwpLoTa epwTAuata yla kabe emepwtnon. Onwg kat
TIPONYOUPEVWG, KABe Slepyaoctia TeplexeL Tov KOPBO TTapaAnTTn Kat tn Stadpoun
Tou SLEpxeTal amod tov KOpBo autd. Mua onuavtikr dlagopd amd TtV apxikn
vAoTtolnon elvat otL yla Kabe Eexwplotr) Sladpopr] UTIAPXEL KAl PLa EEXwPLoTH)
Slepyaoia avalntnong.

2T0 oUOTNPA AUTO &eV ETILXELPOUME VA KATAOKEUACGOUUE TO YPAWOo £EapTNOEWY,
OA\A €KTEAOUPE TOUC UTIOAOYLOUOUG O KABE ekteAeon avalntnong SLadpoung
Kal o€ onuela ouyxpoviopou. Otav evtomidovtal Tuxov Adbn tote ekteAouvtal
ELOLKEG EVEPYELEG YLA SLOPOBWON TWV UTIOAOYLOHWV.

Mia akOpn €Lotolog Slagopd amod TNV Tponyoupevn vAotoinon, sivat to
YEYOVOG OTL KABe &ladpopny €lval autovoun pECA OTO OUCTNUA KAl oL
uttoAoylopot dev yivovtat ota mAatlola KAToLlou KOpBou. AvTBetwe, kabe Siepya-
ola attpatog sLadpopng a@opd pLa aveEAaptntn Sladpopn Kal KAtd TNV EKTEAEOT)
e

*  €KTEAOUVTAL APECA OL UTTOAOYLOPOL TWV CUVEVWOEWVY KAl KATOTILY,

*  EAEYXETAL AV N TEALKN TNG aKUN TNG Stadpoun Anpol Toug kavoveg cuvdabpol-
oNg KatL av vay, TOTe autr) anobnkeVeTal o€ PLa KAtaAAnAn Soun.

* AV N akpn dev MANPEL Ta KPLTNPLA TWV KaVOVwV cuvdbpolong, Tote n Stadpopn
KATAOKEUAZEL VEQ POVOTIATLA ATIO TOV KOUPBO TEAOUG TIPOC TOUG YELTOVLKOUG
KOMBOUG TIOU CUPPWVOUV HE TO HETAPBATIKO EYKAELOPO. Ma KABe eva povortatt
TIou dnuLoupyeital, mapayetal yla vea dlepyacia avalrntnong stadpopng kat
TomoBeTelTaL OTNV 0UPA EKTEAEONG.

3. ZZupmepacpata

Y€ YEVIKEG YPAHUMEG YL TO PEYAAUTEPO PEPOG TWV OEVAPiwV TIOU SOKLPACTKAY,
Ta SUO CUOTAMATA £XOUV TIAPEPWPEPN CUPTIEPLYOPA OCOV APOPA TO CUVOALKO
XPOVO €KTEAEONG HLag emepwtnong. OL Slapopeg toug evtoridovtal oto Otl
KATA TNV TIPWTN UAOTIOLNON TO PEYAAO HEPOG TOU CUVOALKOU XPOVOU EKTEAEONG
amoteAel N dnuloupyila Tou oXAUATOG €EAPTIOEWY, EVW TO XPOVLKO KOOTOG TWV
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UTTIOAOYLOPWY TIAVW OTA HPOVOTIATLA TIOU  Snuloupyouvtal elval CGUYKPLTIKA
XApNAO. ETiumAéov to ovotnua autd elvat BeBapnuevo xwplka kabwg diatnpel
OTtn MVAUN TO OUVOAO TWV OKUWV TIOU OUVIEAOUV Ta povotdtia ta otmola
HETEXOUV OTNV ETIEPWTNON.

H &eUtepn uAotolnon avdayel TO CUVOALKO XPOVO EKTEAEONC TNG ETIEPWTNONG O€
KOOTOG UTTOAOYLOHWY, XWPLG va eTiLBapuUveTal ETILITAEOV O€ KOOTOG PV HNG.

Ao ta Sldywopa oevdpla pe ta omola egetacbnke n svalcBnoia €L06dou Twv
OUCTNUATWY, &gv Slaalvetal Pe CAQrVELA N UTIEPOXIN TOU €VOG €vavil TOU
AaA\ou, KaBw¢ Kat ta Suo TIapouctalouV BETLKEG KAl APVNTLKES TITUXEC.

TEAOG KaL oL 8U0 UAOTIOLNCELG, SeSoPEVOU OTL elval €QLKTN N EQAPUOYN TWV
KavOVWV CUVEVWONG Kal cuvabpolong ppdocovTtal aro TETPAYWVLKI TIOAUTIAOKO-
TNTa. To yeyovog auto KabLotd TLg LEEEC TIOU TtIapoucLadovTal PHECW AUTWY TwV
ouotnUAtwy elval sLaltepa avtaywvioTKEG O OoxEon PE ta umtapxovta NoSQL
ouothuara.
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MepiAnyn

AOyWw ToU pEyAAoOU GYKOoU Twv §eS0UEVWY TIOU amatteltal va emnegepyactouy amnod
TA OUYXPOVA UTIOAOYLOTLKA CUCTHHATA XPHON KATAVEPNUEVWY CUCTNHATWY glval
amapattntn. H o Stadedopevn opyavwon TwY KATAVEPNPEVWY CUCTNPATWY Elvatl
To master-worker povtélo. Evag kopBog avalapBavel tnv avdbeon, tnv TIapako-
AouBnon Kat ToV CUYXPOVLOPO TWV EPYACLWV OTOUG UTIOAOLTIOUG KOPBoug Baon
EVOC TIPOATIOPACLOPEVOU oxeSlou, TOU XpovoTipoypdppatod. Ta aduvapa onuela
auTAG TNG TpoaoeyyLlong elvat 0tL Snuloupyeltatl Eva Kevtplkd onuelo dtayeiplong
TIou KaBw¢ au&avetal To TTARB0G TWV PNXAVNHATWY EVOG KATAVEUNUEVOU CUOTHUA-
TOG PTtopel va amoteAeoel onuelo cupopnone. Emlong kabBwg to xpovotpoypay-
pa amo@aciletal TPV TNV €KTEAEcn, n dnuloupyla tou Paciletal o€ EKTLPNOELG
KOL OTATLOTLKA TTOU TIOAAEC POPEG Sev Elval LKavVA va TIApAEouV To BEATLOTO ATIOTE-
Agopa. ZTnv epyacia autr pooTtiaBoUE va aVTLHETWTILOOUE Ta SU0 TTAPATIAVW
TIPOPBANATa, To KaBéva EexwPLOTA. ZTN TIPWTN TEPITITWON HETAPEPAPE PEPOG TNG
AELTOUPYLKOTNTAG TOU KEVTPLKOU KOUPBoU Slaxeiplong o kABe kOuPBo Kal Sev Snpt-
oupyeital onuelo cupPopnonc. Xtn deUtepn MepiMTWon PETABAAMOUPE SUVAPLKA
TO XPOVOTIPOYPAUHA KATA TN SLAPKELA TNG EKTEAECHC TOU UE BACN PETPLKEG TIOU
optlloupe.

AEEELC KAELOLA: AUVAPILKOC XPOVOTIPOYPAUUATIONOC, Kataveunuevog XpovoTtpoypaupatt-
opoc, Katavepnueva uotnuata, YoAoyLlotika Negn.
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1. Ewocaywyn

‘Evag BEATLOTOC XPOVOTIPOYPAPUATLOTAG ETILTUYXAVEL PEYLOTN XPNOoN OAWV Twv
TIOpwWV, amowuyr énpoupylag onuelwv cupPopnong Kat €AaXLOTOTIONCN TOU
XPOVoU adpavelag Twv pnxavnuatwy. H swadikacia autr) sivat apketd SUOKOAN
KaBwg TIPETIEL va ANYBoLV UTIOYLY TIOAAEG TTAPAUETPOL OTIWG N HopoAoyia Twv
S5€80PEVWY, TOU SLKTUOU KAl VA UTIOAOYLOTEL O QVAPEVOPEVOC XPOVOC EKTEAEGNC
KaBe epyaotag.

O xpovoTipoypaupaTLoThG UTopel va Aettoupyetl elte xovtag AABeL OAEG TLG aTto-
(PaoceLG €€’ apyng elte Suvapika [3,4] katd tn SLdpkeLa TNG eKTEAEONG. QG TIPOG TNV
eTiBAeYN KaL TNV Slaxelplon tNG EKTEAEONG MTIOPEL ) €vag KEVIPLKOG KOUPBOC va
glvat umeBLVOG yLa TOV GUYXPOVLOUO KAl TOV SLApoLpacpo TWV Epyactwy ) KABe
punxdavnua va eivat utteUBuvo yLa TNV EKTEAECN TWV SLKWV TOU £PYACLWY KAl TNV
EVNUEPWON TWV UTIOAO(TIWY O€ OTL AOopaA TLG SLKEG TOU epyacteq.

2TO TPNUa pag avarrtvooetat to Exareme. To Exareme [1] elval éva katavepnuévo
olotnua enegepyaoiag powv eSopevwy o€ CUOTASEC UTIOAOYLOTWV (clusters) n
UTTOAOYLOTLKA VEWN (clouds). To cUoTnUa TIPOCPEPEL pLa SNAWTLKA yAwooa Bact-
opEvn otnv SQL n ottola pmopet va ekppAoeL TIOAUTIAOKEG pOEG TTou Tte€epyalovtatl
peydAou oykou &edopeva. To Exareme apxtkd BactlOTav OTO OTATIKO KEVIPLKO-
TIOLNMEVO PoVTEAD. AuTn N gpyacia xwpiletal og duo pepn. Mpwtov o petaoyn-
HATLOPOG TOU UTTIOCUCTAMATOG XPOVOTIPOYPAUHATLOUOU O€ OTATIKO KATAVEUNUEVO
Kat SeUTepOV UAOTIOLNON €VOG UTIOCUOTAMATOC SUVAPLKOU KEVTPLKOTIOLNHEVOU
XPOVOTIPOYPAUUATLOHOU.

2. Napouciacn ZuctTAHATOG

ATIO TOUG TIPWTAPXLKOUG OTOXOUG yla TNV avamrtugn TOU CUCTNUATOC, NTav n
ene€epyaocia 600 to Suvatd PEYOAUTEPOU OYKOU S£60PEVWY PE OCO TO SUVATO
HLKPOTEPO KOOTOG. To cuOoTNUA pag, AOLTIOV, XTIOTNKE TIAVW aTO €va OTATLKO
ovotnua Bacswv dsdopévwy, to MadlS [2]. To Exareme armoteAel éva cuotnua
amoBrkeuong kat emegepyaciag peyahou Oykou SES0UEVWY X PNOLUOTIOLWVTAG OU-
0TA&eg uTtoAoyLoTwV (clusters).

HyAwooa epwtnudtwy tou Exareme sivat n AQL, pla unAou emuedou yAwaooa yla
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ene€epyaoia yevikwy epwtnuatwy. Eva epwtnua AQL petagpadletal apyLka o€ pua
XapnAotepou emumedou yAwooa, tnv ADFL, Tou elvat pla yAwooa yla Slaxeipion
powv &edopévwy. MNa tnv amotipynon evog AQL epwTnPatog, apXka To epwTnua
petappaletal os ADFL. To query processor emne€epydletal To pwtnua Kat padl pe
TOV XPOVOTIPOYPAMUATLOTY) TIAPAYEL TO TIAAVO EKTEAEONC. TEAOC, TO TTAQVO TTapadi-
S€TAL OTN PNYavn EKTEAEONG TTou elvat uTteLBLVN yLa TNV VAOTIONCT TOU.

H mtuytakn autr) 6a eotlacel kal Ba Kavel aAAayEC 0TO CUOTNUA ATIO TO OTASLO TNG
Snuloupylag Tou TAAvou Kat PeTda. Ta Bactkd urtocuotrpata ou Ba egetacoupe
elval to MAAVo €KTEAEDNC, N PNXAVN EKTEAECNG, O UTIOSOXEAG (container) KaL O pn-
XQVLIOPOG HETAWOoPAG Se60UEVWVY.

2.1. TMAdavo EktéAeong

To TAAVO eKTEAEONG Elval oL 0&nyleg TTou TTapayovtal amod To optimization engine
Tou Exareme kat uAottole(tal amo to runtime KOPPATL TOU CUCTAHUATOG. TO TIAQVO
TIEPLEXEL SNAWOELG LA TOUG UTTOSOXELG, TOUG TEAEOTEG, TLG EVOLAPETEG PVNHEG Kal
TG Slaouvéeoelg Ttouc. To TAAvo avamnapiotatal arno &va ypago, oL KOUBoL tou
elval TEAEOTEC KaL OL AKPEG TOU POEG SeSopEVWVY (e€apTroeLg). Katd tn Snuloupyla
TOU TTAAVOU €KTEAEONG TO optimization engine AapBavel uttoPLv Tou TIEPLOPLOUOUG
TIou opidovtal amod TNV Katavopn Twv Se80PEVWVY OTOUC UTIOSOXELG, amo TLg eEap-
TrNOELG TEAECTWVY ATIO TA ATIOTEAEOHATA AAAWV TEAECTWVY KaL ATIO EKTLUINOELG TOU
XPOVOU EKTEAECNG TWV TEAECTWV TIOU EXEL SNULOUPYNAOEL ATTO TA OTATLOTLKA TIPON-
YOUHEVWV EKTEAECEWV KAl ATIO TN YVWON TWV §E80UEVWV.

2.2. Mnxavn EktéAeong (Execution Engine)

H pnxavr ekteheonc (Execution Engine) elvat uteuBuvn yla TNV EKTEAEON KaL TOV
OUVTOVIOPO TWwV TEAEOTWV (operators), Twv evélapeowv pvnuwv (buffers) kat
YEVLIKOTEPQ TWV CLUVOSWV (sessions). “Otav evag TEAEOTNG elval £TOLUOG va TPEEEL,
N MNXQvr €KTEAECNG TOV aVaBETEL OTOV aVTLOTOLXO container, TTApakoAoUBel tn
AgLToupyla ToU Kal eVNUEPWVETAL yla TO TEPPATLOPO Tou. Otav teppatidel evag
TEAEOTNG N PNXAvN EKTEAECNG PE BACN TO TIAAVO ETILKOLVWVEL PJE TOUG QVTIOTOLYOUG
uTtoSoxel¢ Kat TIpoypappaTieL TOUG ETTOPEVOUC TEAECTEC.
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2.3. Ymodoxeig (Containers)

OL uTtodoxelg Sev £x0UV EAEYXO TIAVW OTOV TIPOYPAPHATIOPO KAL TNV EKTEAECH TOU
TAGvou. Elvat uttebBuvol yla tn dnuloupyla Twv TEAEOTWY, TNG EVELAPEDNG PVN-
UNG, TOV SLAXELPLOTI) TWV TIPOCAPHOYEWV KAl TOU SLAXELPLOTH TWV TEAECTWV OTavV
AdBouv ta KatdANAQ pNvUPaTa amo TNV KEVIPLKA PNXAvr) EKTEAEONG.

2.4. ApPXLTEKTOVLKN
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ZxApa 1: APXLTEKTOVLKI) TOU CUCTNHATOG

H OUVOALKN apXLTEKTOVLKA TOU CUOTHPATOG paivetat oto oxnua 1. Ta epwtrpata
Ttou oteAvovtal amod toug Clients, TepvoLv bLa pecou tng povadag Gateaway otov
KOPBo Master. To cuotnua amoteAeital amno eva cuvoAo amo Optimization Engines,
Execution Engines kat Workers. O Master Sivel ap)ka TO EpWTNUA OE Pia armo TLg
Optimization Engines.

Ol Optimization Engines mapayouv eva TTAQvVO ekteAeonG. To TTAAVO EKTEAECNC TIOU
napdyestat Slvetat o pua Execution Engine. H Execution Engine emikowwvel pe
Tov Resource Manager, wote va Se0PEVUTOUV OL TIOPOL TIOU €lval amapaitnTol yLa
TNV €KTEAEON TOU €pWTAMATOC. MeTd amod tnv &éopeuon &ekwva n SpopuoAdynon
Twv operators otoug Workers, pe ogBacpd otLg e§apTroeLg HETAgU TOUG KAl TOUG
SlaBeoioug opouc. Elval ettiong utteUBUVOC yLa TNV ETTAVEKTEAECH TWV TEAECTWVY
EKELVWV TIOU OL EKTEAECN TOUG ATIETUXE. TEAOG N ETILKOLVWVIA OAWV TOV HOVASWV
TOU OUOCTNHATOG YiveTal HEOW KAAA OPLOPEVWY TIPWTOKOAAWVY ETILKOLVWVLAG TTIOU
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EXEL OpLOTEl TTAVW aTtod TO TOTILKO SiKTUuO.

2.5. AvdAuon Mnvupdtwv (f) emkowvwviag)

AG PEAETNOOUNE €va re-partition epwWINUA, YE TOV ApXLKO Tiivaka va Bploketal ot
n Stapeploelg kat Ba polpaoctel o€ n veéeg Slapepioelc. Oa ypetactouv: n select
TEAEOTEG, N TEAEOTEG ATIOBrKELONG, 2N EVSLAPETEG PVHHEG Kat 2n? links.

Ta avtiotolya pnvupata mou xpetdlovtal eivat: 2n yia tn dnuloupyla Twv TeAe-
OTWV, 2n yLa tn dnuloupyla Twv eviLAPECSWY Pvnuwy, 2n? yla tn Snuloupyla Twv
links kAL 2n yLa TovV TEPUATLOPO TWV TEAECTWV.

TeAwka amattovvtatl: 6n+2n? pnvupata yla eva re-partition epwtnua amno n o€ n
SlapeploeLg.

3. Katavepnuévog XpovoTtpoypappHaTLOMOG

2TO KEWAAALo autd Ba TIapouCLACOUPE TLG AAAAYEG TIOU KAVAE 0TO cUoTNUA yLd
Va PETATPEPOUE TO UTIOCUOTNHUA TOU XPOVOTIPOYPAUHATIOHOU aTtd KEVTPLKOTIOL-
NUEVO O€ Katavepnuevo. ETtlong Ba HEAETOOUE TLG ETILITTWOELG TWV AAAQYWV 0TV
anodoon Tou CUCTAHATOG.

3.1. MNpdtaon

H Baolkotepn aAAayr) TIOU KAVAPE ATAV VA PETAPEPOUPE PUEYAAO PEPOG TNG AEL-
TOUPYLKOTNTAG TNG PNXAVAG EKTEAECNG OTOUC UTtoS0XElC. Ma va TIeETUXOUUE auTo,
TIPOOHECAE PLA TOTILKI) PNXavn EKTEAEONC o€ KABe uTtodoxea.

O pOAOG NG KEVTPLKNG PNXAVNG EKTEAEONG TiepLlopileTal otnv Snuloupyia, Ttov -
aPOLPACKHO TOU TTAAVOU, TNV SNPLoUpYLa KaVaALWV yla TNV areubeiag emkowvwvia
TWV UTIOS0XEWVY, TOV CUYXPOVLOMO €vapgng AN&ng eKTEAECNG TOU TIAAVOU Kal TNV
OUYKEVTPWON TWV OTATLOTIKWY €KTEAEONG. Aladlkacieg Tou amattouv otabepo
UTTOAOYLOTLKO KOOTOG WG TIPOG TO PEYEDOG Kal TN TIOAUTIAOKOTNTA TOU TTAAVOU Kal
YPAHUHLKO WG TIPOG TO TIANB0G TWV UTTOSOXEWV.

H tpomomolnuévn, TOTILKA PNXavn €KTEAEONG TIOU TIpooBeoaue eKTeAEl amo to
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TIAAVO TIOU €xEL AQBEL TO KOPPATL TTOU avtlotolyel otov umtodoxea ou Bploketal
Kat avaAapBAaveL Tov cuyXPOoVLOHO PeE AAAOUG UTTOS0XELG, OTtou elval amapaitnto.
MpocoBsoape pLa oupd o€ KABE UTIOSOXEA WOTE OL TEAEOTEC TIOU Tipoypappatidovral
aTto TN TOTILKA PNXQAVH EKTEAECNG VA EKTEAOUVTAL HOVO OTAV UTIAPXOUV SLaBEaLoL
TiopoL. ‘ETol TTAEOV UTTAPYXEL PLO KEVTPLKI) HNXAVH EKTEAECNC KAl ATIO pia TOTIKN
pnxavr ekteAeong o€ kABe container.

3.2. Pon ektéAeong

H kevtplkry Mnyxavry EktéAeong AapBavel to TAGvo armod to optimization engine,
SnuLoupyel ta Kavaila eTikovwviag HETAgU TWV TOTILKWY PINXAVWY EKTEAECNG KAl
TOUG TIPowWBEL To TTAAVO. O aAyOpLBPOC TTOU AKOAOUBEL N TOTILKA PNXAVH EKTEAEONC
elvat o €€nc:

« Bplokel amd to MAAvo peow tou dependency solver ToloL amd TOUG £TOLUOUG
TIPOG EKTEAEDN TEAECTEG QVTLOTOLXOUV OTOV TOTILKO UTIOS0XEQ KAL TOUG TOTIO0E-
Tel OTNV OUPA EKTEAEONC,

« O umnodoxeag MapakoAOUBEL TNV OUPA EKTEAECNG KAl EKTEAEL TOUG TEAEOTEG TTIOU
Bplokovtal ekel 600 uTtdpyouv SLaBeatpoL TOpoL.

«  KdaBe popa Tou £vag TEAEOTNG TEAELWVEL, O UTTOS0XEAG OTOV OTIOLO ETPEXE £LSO-
TIOLEL TNV TOTILKI PNXAVN EKTEAEONC.

*  AUTH e TN oglpd TNG €LEOTIOLEL TLG TOTILKEG PNXAVEG EKTEAECNG TWV GAAWV UTIO-
S0XEWV OTOUG OTIOLOUG UTIAPXEL TEAEDTHG TIOU EXEL EEAPTNON HE TOV TIPWTO.

* H tomkn pnxavn ekteAeong emavalapBavel autr tn Stadltkaoia YEXPL va EKTE-
AE0TOUV OAOL OL TEAEOTEG TOU UTIOS0XEA OTIOU KAL EVNHEPWVEL TN KEVTPLKI) HN-
XQVI EKTEAECNG OTL OAOKANPWOE TO PEPOG TOU TTAAVOU TIOU TNG AVTILOTOLYOUCE.

TENOG N KEVIPLKNA UNXAV EKTEAEONG TIEPLUEVEL VA AAPBEL attd OAECG TLG TOTILKEG TO
TIApATAvVW PAVUPA WOTE Va 0OAOKANPpwOel To TTAGvo.

3.3. AvaAucon Mnvupdatwv (] emKoLvwviag)

AC PEAETAOOUE €va re-partition epwtnua pe m uttodoxelg, Tov apyLko Tiivaka va
Bploketat o n SLapepioelg o omolog polpadetal o€ n Veeg SLapePLoELg. Oa xpeLa-
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otoUV: n select TEAEOTEG, N TEAEOTEG aMOBrKeUONG, 2N EVSLAPEDEG PVAPEG Kal 2n?
links.

Ta avtiotolya pnvupata mou xpetadovtat slval: 2n yia tn dnuoupyla twy tele-
OTWV, 2N yLa tn dnuloupyla Twv evSLAPECSWY PVNUWY, 2n? yla tn Snuloupyla Twv
links, 2n yLa TOV TEPPATLOMO TWV TEAECTWV KAl ETLTTAEOV 4m pnvUpata yla tnv
€vapgn Kal ToV TEPUATLOPO TWV UTIOSOXEWV Kal m(n-n/m) pnvupata o€ aropakpu-
OMEVN PHNXQVH EKTEAECNG YLA TNV EVNUEPWON TEPPATLOPOU EVOC TEAEDTH).

ZUVOALKQA amtattovvtat: 6n+2n?+ 4m+ mn-n gnvupata yla €va re-partition amnoé n os
n dLapeploelc. Ze autr tnv €kdoon ta pnvupata elvat epLocOTEPA CUVOALKA aAAG
poLpadovtal OTLG TOTILKEG UNXAVEG EKTEAECNG KAl £TOL aTIOEVyETaL n dnuLloupyla
onpelov cupPoOpnNoNG oTNV Pnxavn ektéAeonq. Emilong moAAG amd ta pnvupata
Slaxelpllovtal Totikda Kat eV eMLBapuUVoLV To SiKTuo.

T UYKEKPLPEVQ, HECW TOU SLKTUOU pPETAPEpOVTAL 4m+mn-n pnvupata Kat arnod autd,
Ta 4m amod Kal T(POG TN KEVTIPLKN PNXAVH EKTEAECNG EVW TA UTIOAOLTIA MN-N PETAgV
TWV UTTOSOXEWV.

MapatnpoUpe OTL yLa PLkpa TIAAVA EKTEAECNG TO KEVTPLKOTIOLNPEVO CUCTNUA aTtalL-
Tel Alydtepa pnvupata kat anodidel kaAutepa (Zxnpa 2). 0co augavetal To peye-
Bo¢ Ttou TTAAvVou, TO KaTtavePnNUEVO cUCTNHA amattel OAo Kat Alyodtepa pnvupata o€
OXE0N UE TO KEVTPLKOTIONMEVO.

Mpwipara Mo Sikrdaw

B nermvepnive, B
UTIOBOE TG

B Korowrpnpivo, 16
yTaBOEIiC
Kovipis omeanuias

Apilipdg Myvupdrwy

Miyelas re-partition

ZXAHa 2: ApLBPOG PnVUpATWY o€ oXEon UE TO PEyEDOG re-partition
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3.4. Nepapatikni a§loAdynon

Newpapatiki Avatagn. Ot SOKLPEG EyLVaV OE TPELG ELKOVLKEG PUNXAVEG TIOU PLAOEE-
vrBnkav oto okeanos tou grnet pe 1 cpu core (2Ghz),4 GB RAM kat n tayutnta tou
SLKTUOU TIOU TLG eVWVEL Kupaivetat amo 10 pexpL 15mb/sec.

Ml TLG PETPrOELG Pag TpeEape re-partition epwtnuata Pe (00 apyLko Kal TEALKO
apBpo Slapepiocwy. Ta epwTrpata auta MPBApUVOLV TIEPLOCOTEPO TO UTIOOU-
OTNUA XPOVOTIPOYPAUHATIOPOU KaBwg Xpetalovtal PeydAo aplBud pnvupdatwy
OUYXPOVLOHOU. XpNOLUOTIOLOaKE WG TIARON Twv Slapepioswy 3, 6,9, 12, 15, 18 kat
20. TpE€ape TNV €KSOON PE TNV APXLKA £KSOON KEVTPLKOTIOLNKEVO XPOVOTIPOYPA-
patiotn (Kevtplkomolnpevo), tn PEATIWHPEVN €KSOON HPE TOV KEVTPLKOTIOLNUEVO
XPOVOTIpOoypaUpaTLoTr (KEVTPLKOTIOLNPEVO V2) KAL TNV €K&00N E TOV KATAVEUNUE-
VO XpovoTipoypappatioth (D) kat HETPriOapE TOV CUVOALKO XPOVO EKTEAECNG.

AmoteAéopata. (Zxnua 3) Onwg TEPLUEVAUE O XPOVOC EKTEAEONG MELWONKE pe
TN XPron TOU KATAVEPNPEVOU CUCTAHPATOG XPOVOoTIpoypaupatiopou. Emniong 6co
av&avetat o aplBpog Twv cLVEECEWY TIAPATNPOUPE OTL N SLaopd oto XpOvo au-
Eavetal.

Xpdvoo EKTEALONC

- B Kivipsomorguiveo
- B Kevrpmomoimpie

- . wa

-~ -~ Homansgjen e b

BCUTCpoAETITO
L]
L
L)

EunBbaEic

Zxpa 3: XpOvog EKTEAECNG OE OXEON PE TOV apLOPO CUVEECEWV
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3.5. Zupmépacpa

H kaBuotepnon otnv emkolvwvia Tou mapatnpnOnke oTo cUOTNPA PE TOV KEVTPL-
KOTIOLNMEVO XPOVOTIPOYPAUMATLOTN KAl O@eAETAL OTN AELTOUPYLA TNG KEVTPLKNG
HNXavng EKTEAEONG WG HOVASLKOU CnPELoU ouyXPOVLOPOU Kal EAEYXOU OAOKANPOU
TOU GUOTNPATOG ATav 0 AOYyOoG yLa tn Snuloupyila ToU KATAVEUNHUEVOU XPOVOTIPO-

ypaupatiotn.

Me TLG aAAayEG TTIOU KAVapE SEV UTIAPXEL TILA VA KEVTPLKO OnpELo eAeyyou. Avabe-
OQME TLG AELTOUPYLEG TNG KEVTPLKNG HNXAVNG EKTEAECNG OE TPOTIOTIOLNHUEVES EKSO-
O€LG TN TTov ToTtoBeTroape o€ KABe uTToS0XEA. AUTO NTAV EPLKTO KABWG TO TIAAVO
EKTEAEONC TIpoaTOPacieTal Kal apa UTIapxEL N duvatotnTa va PoLpacTtel 0Toug
uTtoSoXElC TIpLV attd TNV apyr TG eKteAeon. Katagpepape, Emiong, va HELWOOUE
TA PNvUpATa TIoU OTEAVOVTAL PECW TOU SLKTUOU Kal autd TIoU XPNOLUOTIoLoUV To
S{KTUO va pnv £X0UV WG TIPOOPLOUO TO &Lo onuelo.

ATIO TLG JETPNOELG patveTal N BeAtiwon Tou XpOVOoU EKTEAECNC KaL TILOTEVOUPE OTL
KL O€ aKOMN PEYaAUTEPQ epwTAUata Kat peyalutepa cluster n dtagopa Ba avgn-
Bel.

4. AuvapLKog XpovoTipoypapHATLOHOG

H andédoon evdg cuoTPATOG avayeTal oTtnV owoth aglotmoinon Twv TopwvY Tou.
210 8KO pag cuotnPa autod onpaivel amoSOTLKI) KATAVOUT TWV TEAEOTWY OTOUG
uttodoxeic. Ma va dnuloupynBel €va amodotikd TMAAVO XPeLAleTal KAAN yvwon
TWV dedopevwy, akpLPr poBAsn tou TARBOUC TWV EVOLAPECWY ATIOTEAECHATWY
KAL TOU UTTOAOYLOTIKOU KOOTOUG TIoU artatteltal. O EKTLPNOELG AUTEG PTIOPOULV va
ntapayxBouv eite amod PoVTEAQ elTe ATIO OTATLOTIKA TIOU £X0UV CUAAEXBEL amtd TTpo-
NYOUPEVEG EKTEAEDELG. Elval Tpo@aveg OTL av oL EKTLUNOELG SV elval akpLBelg dev
pTtopel va apayBel To amodoTiko TAQVo. ETILITAEOV kal AAAOL TTAPAYOVTEC OTIWG
N SucAgltoupyila VO PIKPOU KOPPATLOU TOU CUCTAHPATOC (€Vag UTTIOAOYLOTLKOG )
SLKTUOKOG KOPBOG) uttopel va TipokaAEosl Sucavaloya Peyain kabuotepnon otn
OUVOALKI) EKTEAEON TOU TIAQVOU.

2TO KEPAAALO AUTO Ba TTAPOUCLAGOUE TLG AAAAYEG TIOU KAVALE 0TO oUoTNUa yla
Va PETATPEPOUPE TO UTIOCUOTNHA TOU XPOVOTIPOYPAPHATIOPOU attd KEVIPLKOTIOL-
nNUeEVo o€ SuvVapLko. Emiong Ba PEAETACOUPE TG ETILMTWOELG TWV AANAYWV OTNV
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amodoon ToU CUCTHPATOG.

4.1. MNpodtaon

O SUVAULKOG XPOVOTIPOYPAPPATLONOG HETAPEPEL T Sladlkacia tng avabeong pLag
SOUAELAG O€ €va gpydtn armo To XpOvo dnuloupylag Tou TTAAVOU OTnV OTLyun Alyo
TIPLV TNV EKTEAECN TNG SOUAELAG. XTO CUCTNUA HPAG OL TEAEOTEG QVTLOTOLYOoUVTaL
o€ UTOSOXELG KATA TN SLAPKELA TNG EKTEAECNG ATIO TOV XPOVOTIPOYPAHUHATLOTN O
oTtI0{0G €XEL TIARPN YVWON TNG KATACTAONG TOU CUOTANATOC. ME auto Tov TPOTIOo
pTIOpOULV va aroeuxBolv kaBuotepnoelg amo AdBog TipoPAsPeLlg, aAAd Kat armo
OUMPOPNOELG OTO SLKTUO I attd UTIEPBOALKO POPTO O€ KATIOLOV UTIOS0XEQ.

4.2. Pon eKTtEAEONG

O optimizer &nuloupyel To SuvapLkd TAQVO. € AUTO TO TIAAVO POVO OL TEAEOTEC
TIOU ETEVEPYOUV O€ UTIAPXOVTA S50PEVA UTIAPYXOUV AVILOTOLYLOHEVOL PE UTIOS0-
xelc. OL uTtOAOLTTOL TEAEDTEG, eVOLAPEDTEG PVAHESG Kal oUVSeopoL opadotolouvTal
aTo ToV optimizer £T0L WOTE ECWTEPLKA KABE opadag va pnv uttapyouV €EQPTrOELG.

H Mnxavr) EktéAeong AapBavel to TAavo amod to optimization engine. O aAyoptLe-
pog Ttou akoAouBel lval o €ENng,

*  OTEAVEL OTOUC UTTOSOXELG pnVUpata yla va EEKLVrioouV Toug &N AVTLOTOLYLOWE-
VOUC TEAEOTEC

*  KPATAEL OTATLOTIKA YL TO TANBOG TWV TEAECTWY TIOU TPEXOUV I TIEPLUEVOUV
oTnVv oupa KAabe uttodoxea

*  MOALG AABEL privupa TEPUATLOPOU EVOG TEAEDTH):
— padeVeL OTATLOTLKA (XPOVO EKTEAEONG, SE60EVA TIOU TTAPHYAYE KTA)
— EVNPEPWVEL TLG SOUEG TIOU TIAPAKOAOUBOUV TNV KATACTACH TOU CUCTIUATOC

— EAEYXEL QV UTIAPYOUV OUASEG ETOLUEG TIPOG AVTLOTOlYNOoN YE UTtodoxEa oUU-
PWVa PE TNV TIOALTLKH TIOU aKOAOUBOUE, TLG AVTLOTOLXEL KAl OTEAVEL OTOUG
uTtoSoxElg Ta KATAANAQ pnvupata
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4.3. Nepapatikni A§LoAdynon

Newpapatiki Avatagn. Ol SOKLPEG EyLVaV OE TPELG ELKOVLKEG PUNXAVEG TIOU PLAOEE-
vBnkav oto okeanos tou grnet pe 1 cpu core (2Ghz), 4 GB RAM kat n tayutnta tou
SLKTUOU TIOU TLG eVWVEL Kupaivetat amo 10 pexpt 15mb/sec.

Ma va a§loAoyrjooupe TNV anodoon Tou SUVAPLKOU CUCTAPATOC ETIPETIE VA SNL-
OUPYINOOUME EPWTNHA TIOU VA £XEL ATIPOBAETITN CUPTIEPLPOPAL.

Mpwta dnuloupyricape tnv randcompute (Min,max) yla row cuvdptnon Tou KABe
@opa Tou kaAsitat uttoAoyidel Tuxaio ANBog Yneiwv Tou Tt peta&u min kat max.
To epwtnua xwpietal og Aoylkd otddla, o€ KABe oTAdLo £xeL TIOAOUG aveEdptn-
TOUG TEAEOTEG. Kavape apKeTeg SOKLPEG aANAlovTag TO EUPOG TNG TUXALOTNTAG.

MeTA SnNPLOUPYNOAUE EPWTHPATA TIOU OL TEAEOTEG TOU ETIEVEPYOUV O PEYAAO OYKO
S5€80PEVWV KaL £XOUV SeVEPLKN pop@r). To epwtnua xwpllel Tov apyLkod Tiivaka o€
partition KaL otn CUVEXELA TOV KAVEL merge SevSpLKA.

TEAOG SNULOUPYNOAPE EPWTNHATA PE HEYAAEG ATTIOKALOELG OTOV TIPOBAETIOPEVO KAl
TOV TIPAYHATLKO XPOVO EKTEAECNG TWV TEAECTWV.

MetpLkEG. Xpovog EktéAeong : O xpodvog amo tn otypn mou Ba yivel uttoBoAn tou
TIAAVOU PEXPL KAL TO TEPHATLOPOU TOU TEAEUTAloU UTToSoxEQ.

AmtoteAéopata.
Xpdvos EXTEAEONS pE & Aluoileg
B Eraned
F) B awvapns
/f‘
E Fa -
(=8 o
E '_.___.r’/ .-"'-.l..-
= .,__.r' -__F.r'
..r"-.} .-"-‘--
Elpog

ZxAHa 4: Xpovog eKTtEAEONG PE 5 aAuoideg o oxEon PE TO EVPOG
TUXALOTNTAG TWV UTIOAOYLOPWV.
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Xpovog Exteheong

40 B Eratmikd

B Avwapied
[UmakoITTINGE
POPTOL)

BUEPIES

G0

200

AEUTEPONETTT

100

3 Alapepioe 5 AKIEDITEIC 6 AieEpioeg 8 Aapepiaeg

ApiBpdc Apyikwy Alapepigewy

ZxAHa 5: ZUyKpLon XPOVOU EKTEAECNG OE OXEON HE TO ap)LKO TIANO0G
Twv Slapepioewv

Epwtnua pe randcompute. (Zxnua 4) O opllovtiog agovag avanaplotd To Upog
TNG TUXALOTNTAG TWV UTIOAOYLOHPWY TIOU KAVEL KABE TEAEOTNG, otnV Tepimtwon
autr ekatovtadeg Pneia tou T Tou uttoAoyilovtal. Kadbe ahuoida elvat pla opada
EPWTNHATWY TIOU €£XOUV OVO ECWTEPLKEG EEAPTNOELG KAl EKTEAOUVTAL OELpLakd. Ot
aTmo@ACELG yLa TNV avtlotolyxlon opadag-uttodoxea Bacidovtal povo oto PopTo
epyaoilag kabe umtodoyea.

Ot apytkol mivakes Tou SevtplkoU epwtnuatog elval YwpLouevol e Baon 1o KAELSL.
(Zxnua 5). Tpe€ape to epwtnua mou xwpileL o€ 3, 5, 6, 8 SlLapeploelg Tov apyLko
Tilvaka pe Baon to (8Lo KAELSL Kat PJETA KAVEL SEVTPLKA evwon ava 2. MNapatnpoupue
HEYAAN BEATIWON OTLG TIEPLUITTWOELG TIOU OL ApXLKEG Slapeploelg Tou Tivaka &ev
elval ToAAamAGoLa Twv pnxavnuatwy.

4.4. ZupmEpacpa

2TLC SOKLUEG TIOU XPNOLUOTIOLOUCANE OTATLOTIKA POVO yLa ToV (pOpTo KABe uTto-
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S0x£a KAl TA EPWTNHATA ATTOTEAOUVTAV aTIO 0TASLA PE TEAEOTEG XwplG e§apTnoELg
KaL KABE TeEAeOTN G ekTEAOVUOE TUXAlOUG O€ TIANBOC UTIOAOYLOPOUG, TA ATTOTEAECHATA
TIou AdBape ftav Betikd. H BeAtiwon oto Xpovo EKTEAECNG OE OXEON PE TO OTATLKO
XPOVOTIPOYPAUMPATIOPO augdvetal 000 augavel To suvato TMANBOG TwWV Tuxalwv
UTTOAOYLOHWV.

2TOX0C TOU SUVAPLKOU CUCTAHPATOC E(VAL VA AVTLHETWTILOEL TLG TIEPLITTWOELG TIOU
un TmpoPAEPLpa yeyovota emnpealouv TNV amnodocon Tou cUOTHPATOC. Autd Ta
yeyovota pmopel va ogeilovtal eite og AABOC EKTLUNAOELG TOU OUOTHUATOC ELTE O€
€EWTEPLKOUG TTAPAYOVTEC, O QUTEC TLG TIEPLTITWOELG O SUVAPLKOG X POVOTIPOYPap-
HATLOPOG £XEL BETIKA ATTOTEAECHATA KAL TIPOCWEPEL BEATIWON.

Y& SOKLPEG XWPLGg TETOLa yeyovota Tapatnprodpe OTL TO SUVAPLKO CUCTNUA TIE-
Tuxalvel TapamAfoLoug XpOVouUG PE TA OTATLKO cUOTNUA, To TPORANUa Tapou-
olaletal otav ta Sedopeva ToU aTaltel TO EPWTNUA EETTEPACOUV KATIOLO OPLO.
MLoTEVOUPE OTL PE TILO ATTOSOTIKN SLAXELPLON TWV PETAPOPWY TWV SEE0UEVWY TO
SUVAPLKO cUCTNUA PTIOPEL va YLVEL TILo Ypryopo 1 va Tietuxatvel Toug tdLoug X po-
VOUC O€ OAEC TLG TIEPLITTWOELG.
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Eme&epyaoia Pevpatwy Asdopevwy o€
YTIOAOYLOTLKO NEWOG

XpLotopopoc 2 Blyyoc (c.sviggos@di.uoa.gr)

MepiAnyn

H avaykn emiAuong mpofAnudatwy Omw¢ autd TpoékuPav amod tnv paydaia
€EATMAWON TWV KOWWVIKWY SIKTUWV Kal TwV cuvaAaywv uPnAng ouxvotn-
TAG, €PEPE TNV aVAyKn avamtuéng KatavepnuEVwY cuotnudtwy emegepyaaiag
POWV SESOPEVWV OE TIPAYHATLKO XPOVO. € aUTHV TNV gpyacia mapouolaletal n
avamtuén evog ocuotnuatog enefepyactag powv SeS0UEVWY OE UTIOAOYLOTLKO
VEQOG. MNa tnv avdmtuén Tou CUCTAUATOC XPNOLUOTIONONKE To TPoUTApXOoV
ADP (Athena Distributed Processing) cuotnua, Tou &nuloupynbnke oto Tun-
Ha MANPo@OopPLKNG Kal TNAETILKOWWVLWY, KAl TIPOOWPEPEL EAACTLKN emegepyaaia
5ebopeVwY 0 OUOTASEG UTIOAOYLOTWY. To cuotnua emegepyaciag powv Tou
mapoucladetal, TPOoPEPEL pia €VPWOTN YAWOoA avATTuEng epwTnUATWY
yla Tnv ouvexn enegepyacia powv o€ katavepnuevo meplBaiov. Emiong, mpo-
OPEPEL EAAOCTIKOTNTA OTNV  S€0PEUCN HNXAVNUATWY, Tipooappolovtag Ttoug
Slabeolpoug TTOPOUG TIOU €XEL OTNV SLABECH) TOU OuVEXWC avdAoya ME TN
XPOVLKI HETABOAN OTa YXAPAKTNPLOTLKA TNG pong mou emegepyadetat. MNa tnv
a&loAdynon TOU OUOCTNUATOC €ylvav TElpdpata ta ormola &elyvouv tdéoo TNV
EAQOTLIKOTNTA OC0O0 KAl TNV KALUAKWON TOU OUOTHUATOC, To oTtoto lvat o€ Beon va
ene€epyadetal Sedopeva og uPnAoug pubpoug.

NEEELC KAEWOLA: YUotnua Eme€epyaclag Peupdtwy Aedopevwy, Pevpa Aedopevwy,
YmoAoyLotiko Negog, SQL

EmtBAETIOVTEG

lwavvng lwavvidng, Kabnyntng, XepdAvt KAarmy, Yrogriglog AlSAktwp
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1. Ewocaywyn

Ta teleutala ypovia utnpée peydAo svdlagepov 000 agopd TNV €peuva Kal
TNV avamtugn ocuotnudtwy enegepyaciag peuUPATWY SES0PEVWY OE TIPAYHATLKO
xpovo [4], [5], [6], [7], [8]. H epsuvntikn autr) §pactnplotnta mponAbe amd tnv
avaykn emiAuong MPoPANUATWY OTWG TapakoAoubnon tng Spaoctnplotntag
Slktuou (network monitoring), avAdAucn OLKOVOPLKWY SeS0PEVWY KaBWG Kat
Slktua alobntrpwv ta omola amaltouVv TNV OUVEXN EKTEAECN OUYKEKPLUEVWV
EPWTNUATWY TIAVW OE ouveyr ameploplota dsdopeva. H avaykn emiluong vEwv
TIPOPBANUATWY, OTIWG QUTA TIPOoEKUPaV amo tnv paydaia eEATIAWGCN TWV KOWWVL-
KWV SLKTUWV Kal Twv cuvaAaywv upnAng cuxvotntag (high-frequency trading),
Kabwg kat n paydaia €EEAEN TWV KATAVEUNHEVWY OCUOTNUATWY HEYAAWVEL
TNV avAykn oLVEXLONG TNG €PELVAG CUCTNUATWY enegepyaoiag pevpatwy Sedope-
VWV.

Eva peydho {ntnpa 6co agopd tnv emegepyacia psupdtwy sival ta (dla ta
Sedopeva ta omola elval ouveyr amePLOPLOTA KAl XPOVIKA petaBaropeva. Ta
ouotruata emnegepyaociag pevpdatwy dlayelpifovral dedopeva, TAvw ota oTtola
Sev €XOUV Kaveva €Aeyxo 000 a@opd Tov pubuo petadoong toug. H ektéleon
OUVEXWV EPWTNPATWY TIAVW OE TETOLA SES0PEVQA, EXEL OQV ATIOTEAECHA VA TIPOO-
S{8ouv peydAo popTo £pyaciag TO00 O EMELEPYAOTIKI LOYXUEL KAL Pvripn 600 Kat
og €Upo¢ Cwvng SLKTUOU. AeSopgvou OTL 0 POPTOC £pyaciag PTIOPEL va TIOLKIAEL
HE amPOPBAETITOUG TPOTIOUC, TA CUCTIHUATA AUTA TIPETIEL VA €lval Lkavd va Tpo-
oappodovtal Tooo ota dedopeva 000 Kal oTov puBPO €LOPONG TOUG, AAAA Kal va
EKMETAAMEVOVTAL 0G0 TO SUVATO KAAUTEPA TOUG TIEPLOPLOHEVOUC TIOPOUG TIOU SLa-
Betouv.

TKOTIOG TNG SWKLA pag TIPOOoeEyylong €lvat n avdmrtugn €vog KATavePnpEVOU
ouoTruatog emne€epyaociag PeUPATWY SeS0UEVWY, PE OTOXO TO UTIOAOYLOTLKO
veog (cloud computing), To omoto amo tnv pla Ba mapexel pla eUpwotn
yAwooa avdantuéng epwtnuatwy Baoclopevn ota mpoétumna tng SQL, kat amod tnv
GMn Ba exeL TNV Kavotnta va Tpocappoletal KAataAMnAa pe To pevpa
5e60PEVWV WOTE Va TIAPEXEL 00O TO SUVATO EAAXLOTO “KOOTOC". ME TOV OpO KOOTOG
ava@ePOPaoTE OTOUC TIOPOUC TIoU XPeladetal va SeCPEUTOUV yla TNV ETegep-
yaola twv dedopevwy. MNa tnv avamrtugn tou cuotnuatog pag Baciotnke mavw
oto TpoUTapyov cuotnua ADP [2] To oTtolo TtapexeL Katavepnpevol emegepyacia
MAvw o€ OoTatika Sedopéva. Baolkr) L&€a Tou ouoTAUATOG Pag elval n TuNua-
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ToTolnNoN OELPLaKA TOU PEUPATOG £60UEVWY BACEL PLAG XPOVLKNG OVTOTNTAG
Tou ovopdadetat KBdavto. Ta ouvexn €pwInpaATa TPAyUATOTIOLOUVTAL TIAVW OF
S¢opeg Sedopevwy Ta ottola £xouv TunpatormolnBel Baoet tou KBavtou.

TUP@WvVa Pe auta mou yvwpifoups, v umtdpxel AANO cloTnua emegepyaciag
PEUPATWY &ebopevwy TO OTIOLO va TIPOOWEPEL T SuUVATOTNTA EAAOCTLKNG
SE0EVONG PNXAVNUATWY OTO UTIOAOYLOTLKO VEQPOG KaBwg kat tn duvatotnta
SNAWONG CUVEXWV EPWTNPATWY OTO TPOTUTIO TNG SQL. AMO TNV pEPLA pag
TipoTElVvOoUpE pla TOAU kaBapr] kat eUpwotn yAwooa avamtugng ouvEXWVY
EPWTINHATWY KATL TO OTIOLO PalVETAL VA EKAELTIEL ATTO TIOAAG oUyXpOva CUOTH)-
pata. Apketd cuotnuata emnefepyaciag peupdtwy, KateuBuvovtal TPog &va
TIPOYPAUHATLOTIKO HPOVTEAO AVATITUENG EPWTINHATWY, TO OTolo EepeUyel amod
Ta Tpotuta tng SQL. Emumpoobeta, to cvuotnua pag pooappuoleTal oto pelpa
Sebopevwy  TpooTiabwvTag KAl TETuyalvovtag HE  APKETA  evBAPPUVTIKA
aTOTEAECPATA VA XPNOLYOTIoOLEL O0oa pnxavipata xpelddetal pla €KAOTOTE
XPOVLKI OTLyMN Yyl pLld CUYKEKPLPEVN Ttayutnta petadoong dedopevwy. Ooov
apopd TNV amodoon TOU CUCTNHATOC HAG, €lval apKETA LKAVOTIOLNTLKN OTWG
@atvetal amnod ta nelpduata.

2. Avaockomnon ZucthiHatog

To ocVotnud pag, xtlotnke TTAvw armo €va oTatiko cuoTtnua BAaccwv deSopevwy,
ekelvo Tou ADP. To ADP armoteAel €éva cuotnpa amoBnkeuong kat emegepyaoiag
HEYAAOU OYKOU S£60UEVWV X PNOLPOTIOLWVTAG CUOTASEG UTTIOAOYLOTWV (clusters).

MPOKANGCN QTOTEAECE N PETATPOTI €VOG TETOLOU CUOTAHATOC, TO oTolo €lval
TIPOOPLOPEVO Va eTEEEPYACETAL OTATIKA §edopeva, o€ va cvotnua eneepyaoiag
PEUPATWY SES0PEVWV.

2.1. KBavta kat Pogg

Mla TN METATPOTI] €VOC OTATIKOU ocuothpatog Baceswv &edopevwy, O €va
olotnua emnegepyaciag powv, €lvat amapaitntn n TUNUATOTIOINCN TWV POWV.
Me TNV TUnUatomoinon Twv Powv, UETATPETIOUPE TA ATEPLOPLOTA Sedopeva
HLag ouvexoUG PoNG OE aTEPLOPLOTA TUAMATA, Ta OTtola TIEPLEXOUV TIETIEPACHEVA




Eme€epyaonia Peupdtwy AeSopévwy g YTIOAOYLOTIKO NEPOG - XpLotopopod 2 Blyyog

Sedopeva. Auto pag Slvel tn Suvatotnta enefepyaciag tou kABs TPAMUATOC
Eexwplota amod otatikd cuotnuata Bacswv dedopevwy, Kabwg Kal tn suvato-
TNTA AVATITUENG CUVEXWVY EPWTINPATWY TA oTola eKTEAOUVTAL TIEPLOSIKA OF
KABE veo TuNpa.

time
- Quantum
~
Data Flow —} } } { l—\—---1
now

ZxApa 1: Tunuatotmoinon pevpatog dedopévwy o€ KBAavta

2t0 oUOTNUA pag wg povada katdtpynong tng pong dedouevwy oploape To
KBavto. To kBavto elvat pla mpokabopLopevn xPOoVLKN povada, BAcel tng omolag
N por &eSopEvwyY “TUNUaTOTIOLE(TAL” OE PN EMLKAAUTITOPEVA XPOVIKA Ttapabu-
pa {oou peyéBoug. To KPBAvto opilel éva otatikd mapdbupo. Kdbe véo kBdavto
Snuloupysital epooov TePAoEL XPOvoG (oo¢ pe pla KBavtikr) pyovada amod tn
SnuLoupyta tou teAeutaiou KBAvTou OTWG paivetat oto Ixnua 1.

2.2. TAwooa

OepeALwdng otolyelo TNg yAwooag pag sival to kBdavto. To kBavto slvat KaBoAko
yla 0Ao to cuotnua. OAa ta pevpata tgnuatomnotlouvtal BAcet Ttou tdlou KBavtou,
KaL €lval ouyypoviopéva pe autd. Me tov O0po “ouyxpoviouEva’, EVWWOOUUE OTL
Ta KBavta kdbe pevATOC €lval XpOVIKA CUYXPOVLOPEVA PE TA KBAVTA OAWV Twv
AMwV  peupdtwy. Etol otav avagepopacte oto N KBAvio &Epoupe TwCg
ava@epoOpaote og OAC LG MAsL&Sec amd to xpovo (i, J] émou I1<j kat i, j otadepéc.

H yAwooa pag emektelve KATaAMNAAWG To povtedo tou ADP wote va umootnpidel
Vv enegepyaocia peupdtwy edopevwy. MNa to Adyo autod elonxBnke vag veEog
TUTIOG, €Kelvog tou stream. [0 OUYKEKPLUEVA N YAwooa pag utootnpilel
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SNAWOELG TLG HOPYPNG:

Distributed Create Stream <streamname> As
ExtendedADP-QLStatement ...

N omotla dLalodNTIKA, eKTEAEL Eva OUVEXEG EpWTNHA TIAVW OTLG POEG SESOUEVWY,
O€ €Va KATAVEUNUEVO TEPLBAAOV. To AAO Bactkd otolyelo NG yAwooag pag
EXEL VA KAVEL PE TA KPAVTA, KAl TIWG PTIopoUlE va avapepBolpe o autd. Onwg
elmape, kaABe pony e€lval TUNUATOTIOLNPEVN OE N ETKAAUTITOMEVA KPBavta.
TNV yAWooa pag n avagopd os KAmolo KPAvto yivetat pe tnv mpocbnkn tng
oupBolooelpdg [<Quantum Number>] &imAa and tnv SnAwon kdbs ovopatog
pong otnv dnAwon From, OTwg Yatlvetatl Tapakatw.

Distributed Create Stream <Stream Name> As
Select *
From <Another Stream Name>[<Quantum Number>];

H oupBoAocelpd [<Quantum Number>], SnAwveL to TANBOC Twv KBAVTWY TIpLV
1o TeAeutalo KBavto tng pong. H apibunon twv kBavtwv gekvael amod to pndev.
Etol pe tn SnAwon stream_1[0], maipvoupe To teEAEuTalo KBAVTO TNG PONG ME
ovopa stream_1. Ta va mapoupe to KPAVTO TIou avagépetal os dedopeva ta
omola npBav 10 kBavta mpwv amd 1o teAeutalo KPavto otnv por) pe dvopa
stream_1, avapepopaote pe tn SnAwon stream_1[10].

2.3. ApPXLTEKTOVLKN

TNV TPonNyoUpEVn evOTNTa oploaue To TL akpLBwG €lval To KBAVTO, Kal Twg
autd tpnuatotolel Ta pevpata Sedopevwy. Twpa elPaoTE £ToLUOL va SOUHE TN
OUVOALKI QPXLTEKTOVLKI] TOU CUCTAMATOC, OTIWG auTH amelkoviletal oto oxnpa
2. To ovotnud pag, To oTolo €lval eva oUoTNUA KATavepnpevng emegepyaoiag
Sedopevwy, amoteAeital amd pla cuotdda UTIOAOYLOTWYV. MEoa otn ocuotada
UTTOAOYLOTWY, PTIOPOUME va Eexwplooupe Tplwv eldwv KOpPBoug. Kabe koppog,
Slaxwplletal amod TOug UTIOAOLTIOUG PE BACN TLG SLAWOPETIKEG EPYACLEG TIOU
ekteAel. ETOL €(OUPE TOUG EEUTINPETNTEG (Servers), oL OTIoloL ETLKOWVWVOUV UE
TLG €EWTEPLKEG poEC SedSopevwy. Kal Teéhog Ttov KOPPBo agevtn (master), o omolog
glvat uTteLBUVOC, yLa TNV KATAVOWT) EPYACLWV OTOUG EPYATEG.




Eme€epyaonia Peupdtwy AeSopévwy g YTIOAOYLOTIKO NEPOG - XpLotopopod 2 Blyyog

Anpicaton 7 apphcation 7 aprcaiion J Aanpircan 4
Master
Sanar 1 SErver 2 Sareir 3 Sareir 4
Sireavr 1 Sirgarr 2 Sirmarn 3 Straam 4

ZxNua 2: ApXLTEKTOVLKI TOU GUCTHHATOG

2.4. TpocappooTLKOG AAyopLOpoG Aéopeuong Mnxavnpatwy

Ta pevpata SE60PEVWV €XOUV TO XAPAKTNPLOTIKO OTL £lval CUVEXNG KAl XPOVLIKA
HeTaBaA\OpeveG. E@OooV £xoupe va KAVOUPE peE Sedopeva ota otmola o pubuog
APLENG oto ocuotnua slvat ampoBAETTOC KAl CUVEXWE PETABaAOPEVOC, Ba rtav
L6avlko va xpnolpotiololvtal, o€ KABE XPOVLIKA OTLydr) TOoa pnyaviuata ooa
akplBwg xpetalovtal ywa tnv emnegepyacia twv dedopevwy. EToL, O XPOVLIKEC
TIEPLOSOUC KATA TLG OTIOLEG 0 pUBPOG APLENg dedopevwy Ba sivat TIOAU PLKpOg,
Ba ypnotluyomoleital eva PLKPO UTTOOUVOAO TWV CUVOALKWV HNXAVNHATWY TNG
ouoTASAG UTIOAOYLOTWY. AUTO Ba €lXe WC ATIOTEAEOPA TN SPACTLIKN HPElWON ToU
KOOTOUG eTegepyaciag Twy SeS60UEVWV.

To mapanavw TPoRAnua, Tapd tng onpaciag tou Kat tng duckoAlag emiluong
TOoU, 8&V €XEL ATIACYXOANOCEL OKOMUA TA GAAQ CUCTAMATA KATAVEUNUEVNG emegep-
yaolag peupdtwy. Xto olotnua pag ta &edopeva TPWTIa TPnuatorolouvtal
o€ kBavta kal votepa yivetal n enefepyacia toug. AUutO pag Slvel TNV €UEAL-
Ela va epappdooupe alyopiBuoug n otmolol pmopouv va tmpoBAedouv kal va
TIPOCAPPOOOUV TNV SECHELCN UNXAVNUATWY yla TNV emneepyacia Tou TPEXO-
VTOG KBAvTou, Ttalpvovtag oTatloTikA amo TNV €negepyacia Tou TTponyoupEVouU.
MNapdpola TpoBARpaAta, OTIWG N TIPOCApPPoyr TNg amootoAng TCP/IP dsdopevo-
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YPAUHATWY, WOTE VA ATIOWEVUYETAL N CUPPOPNON 0To SIKTUO, £XO0UV ATIACYOANCEL
TOUG EPEUVNTEG SLKTUWV.

‘Evag tetolog aAyoplBuog eivat o TCP-Reno [9], Tov omoilo Tpocapuooape Kat
gpelc yla T avdaykeg tou TPOoPANPATOG 0TO CUCTNHA HAG, WOTE Va SECPEVOU-
HE TO L&aviko TANBo¢ pnxavnudtwy. Q¢ bavikd TARBog oplletal n eAdaylotn
TO0OTNTA MPNXAVNMATWY TIOU TIPETIEL VA SECPEVTEl, WOTE O XPOVOG TIOU
amatteitat yta tnv emegepyacia tou KPBAVTOu amd TO CUVOAO TWV CUVEXWV
EPWTINMATWY, va €lval PIKPOTEPOCG aTO TN XPOVLKN Ttoootnta Tou opidel to
KBAvto. Na va TETUXOUUE TO OUYKEKPLPEVO OTOXO, UAoTIoloape tov TCP-Reno
aAYOpLOPO, TIPOCAPHUOCHEVO OTLG ATALTNOEL Tou TIPoRAAuUAtTOog pag. Molo
OUYKEKPLUEVQ, OTNV apxf Seopeletal eva pnxavnua kat uttoAoyiletal o Adyog
TOU OUVOALKOU XPpOVoU eTeEepyaciag tou KBAVTou TIPOg Tov XPOvo Tou opilel
TOo KBdAvto. O AOyog autog amoTeAel To Tapdbupo, eVvw WG KUKAOG PETAS00NG
opietaL o apBpog Tou KPAvTou Tou enegepyddetal amo Tto cuotnua. Etol £XoUpE
ot

mapdbupo = ZUVOALKOG Xpovog Eme&epyaotiag KBavtou / Xpovog KBavtou

2TN OUVEXELQ PELWVOUHE TO TIapdbupo OTO HPLOO Kal uTtoAoyiloupe tov aplBuo
PNXavNUATWyV TIOU TIPETIEL VA SECPEUTOUV, WOTE VA TIETUXOUUE TO OTOXO TIOU
opiletaL amd to vEo Mapabupo. O UTIOAOYLOPOG TWV PNXAVNHATWY TIPOKUTITEL
armo tnv e&lowon:

punxaviuata(v) = (mapabupo(v) / mapabupo(v-1)) * unxaviuata(v-1),

otou v elvat o kKUkAog petadoonc. H dtadlkacia autr) elvat mapopola pe n
Sladikaoia mou akoAouBel o TCP-Reno alyoplBuog kata tn SLapkela tng apyng
ekkivnong. H meplodog autr), n omola amelkovidetal otnv €kova 11 kKatd toug
KUKAOUG petddoong 1 €wg 5, ouveyiletal €wg OTOU €XOUPE LA Katdotaon
oUyKpoUoNgG.
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Simghe Cluster Top-Like elastc allocation algorithm
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ZxApa 3: Avarntapdotacn Asttoupyiag tou TCP aAyopiBuou yia Cluster

Kataotaon ouykpouong exoupe Otav To peyeBog tou mapdbupou yivel pkpo-
TEPO aTO TO PLOO TOU XPOVOo Tou opilel to KPBavto n 6tav o aplBpog twv
HNXavnNUAtwy TIou TIPETEL va SECPEVCOUPE elval PeyaAUTEPOC ATIO TO CGUVOALKO
TANB0OG pNXavnpAtwy oTn cuoTAdd UTIOAOYLOTWV. XE€ TETOLEG KATAOTAOELG, TO
napdbupo SumAactadetal, kat uttoAoyidetal €k veou O apLOUOC PnXavnUATwy,
OTIWG aivetal otoug KUKAoug petadoong 6, 12. Metd amd pla katdotaon
oUYyKPOUONG TIEPVAPE OE JLA KATAOTAON TIPOOBETIKNG Pelwong Katd tn SLdpkela
NG otolag To Mapdbupo PELWVETAL KATA pLa povasda tng taéng tou 0.1.

3. Nepapatiki AELOAGYNnon
3.1. PuBpioeLg Zuotpatog
Mla tnv agloAdynon TOU CUCTAPATOC Hag, elyape otn SLABeon pag TECOEPLG

OUVOALKA UTTOAOYLOTEG. KABe uttoAoyLloTAG NTav €@QOoSLACUEVOG PE ETIEEEPYAOTH)
Intel Xeon E5620 o omoiog £xel 5U0 CUVOALKA TIUPFVEG XPOVLIOUEVOUG ota 2.4 GHz,

kabwg kat 4 GB pvAun RAM. MNa ta melpduata pag XpnoLPoTIo|oape pYua pon
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SedopEvwy n ottola amoteAolvtav amo TeVTE TedSia Ta omola amoBnkKeUouV Tevte
akepatoug avtiotolya. MNa toug Telpapatikols pag okotoug, N pon mapayotav
Tuxata ywplc va avamaplotd KATIoLo PEAALOTIKO TTapddeLypa.

The balch processing

shall be less than one
Quantum period
Cluantum
o ———

1‘( H. ' \ II'| - 3

Fully Processed Unprocessed  Processing
Quantum Time

Zxnua 4: toxX0G6 yLa tnv opaAn eneepyaoia Twv Sedopevwv

2Ta TELPAPATA Pag PEAETAPE TO oVOTNUA Pag TOOO WG TIPOG TO PUBUO emegep-
yaclag 6edopévwy 000 KAl WG TIPOG TN CUUTIEPLPOPA TOU OF SLAPYOPETLKEG
ouvOnkeg Asttoupylag, OTWG Slagopetikol TUTIOL €pWTNPATWY, SLAPOPETIKOL
Xpovikol Tteplodol yla to KBAvVTo, Kat SLagopeTiko TANBo¢ pnxavnuatwy. Emtiong
a&LoOAOYNoapE KaL TNV €AACTLKOTNTA OTn SECPEUON PNXAvNUATWY TOU CUOTH-
HaToC pag, og ouvbnKeg HETABOANC TOU puBUOU ELOPONG SESOPEVWV.

2TOX0G yla TNV OpaAn emegepyacia twv dedopevwy pag eivat n emegepyaacia tou
KABe kBavtou va Slapkel xpovo (00 1 PIKPOTEPO aTIO TN XPOVLKN Tieplodo Tou
opiletaL amd €va kPavto, Onwg @aivetat oto oxnua 4. Na to Aoyo autd ota
Slaypdappata mou akoAouBolv, o kaBetog dAfovag avamaplotd To AOYyo TOoU
OUVOALKOU XPOVOU €TeEEPYaciag Tou KBAVTOU w¢ TIPOG TN XPOVLIKN Tieplodo Tou
oplleL eva kBavro.
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3.2. KAwpdakwon

2to Slaypappa 6,ou akoAouBel, armelkovidetal oL CUMTIEPLYOPA TOU OUOTH)-
patog, otav oav £icodo TapeL SUO CuVEXT EPWTAPATA OTIOU N €£060C TOU €VOG
elvat n eloodog Tou AAAou. Molo avaAuTika To epwtnpa pe ovopa “throughput”,
elval €va epwtnpa emKowwviag PE TOV €EUTINPETNTH, yLA TNV E€LOPON €EWTE-
PLKWV SESOPEVWY, EVW TO €pwTNUA PE OGvopa “3 joins” elval eva epwtnua oto
ottolo TpaypatomolouvTal TPELG (eVEELG LOOTNTAG. ZTOV 0pLlOVTLIO AEova ATIELKO-
vietat o aplBuog twv containers TIOU xpnolpoTiow)Bnke KABs Yopd yla TLG
petpnoelc. Na onuelwBel OTL OAEC OL HETPNOELG €ylvav HE XPOVLKN Tieplodo
KBavtou ton pe V0 Aemtta kat pubpo eLopong sedopevwy oo pe 292 KB/s.

2 Querips
Quantum Duration: 2 Min
Input Rate: 292 kbfs (10000 Tuples/sec)

i ' r : th X hitpauat
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ZXAHa 5: ZUPTIEPLPOPA GUCTAPATOG YLA TNV EKTEAECH EVOG YPAPOU PE
800 ouvexn epwTRpata

Ma to epwinua “throughput”’, o xpovog ekteAeong aufavetal otav elvatr o€
Asltoupyla dUo 1 TEpLocOTEPOL container, AOyw TOU yeyovotog OtTL ta 6e60-
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HEva €LoEpyovtal amod eva KOPPBo Kal SLacTiouvtal ETELTA O€ TIEPLOCOTEPOUC,
MapoAa autd, 600 augavetal o aplBuog Twv ev Asttoupytla Container, o cuvo-
ALKOG XPOVOG yla TNV €KTEAEON KAl TWV SUO €PWTNUATWY HELWVETAL € AUTO
OUVERBAAE N KAAN KALPAKWON TIOU TIPOCPEPETAL ATIO TO cUCTNHA, Yla TO EpWTINHA
“3 Joins".

3.3. EAaoctiki Aéocpeucn Mnxavnudatwv

Mla tnv afloAdynon tng €AAOTIKNG SEOPELONG TWV PNXAVNUATWY, XPNOLUO-
TIOLOAPE PLa pon, OTIOU OTOUG TIPWTOUG EVVEA KUKAOUG peTadoong o pubpuog
ELOPONG SedopevWY Elval OTLG S€Ka XIALASEC TIAELASEC TO SEUTEPOAETITO, EVW
OTOUG QMECWG SUO ETTOPEVOUG KUKAOUG pETAS00NG 0 puBpOG MEPTEL oTnV pia
TAELada to SeutepoAemto. Autd Tou Ba emBupovoape Aowmdv va SoUpe amo
TO oUOTNUA Hag, elvat n amotopun HElWon Twv PnXavnuAatwy Tou ssopevovtal
APECWC PHOALG TIECEL O PUBPOC TV SeSopEVWY OTO cUoTNUA.
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H ocuumeplpopd tou cuotrpatog otav emegepyddetal TNV por ToU TEPLYPA-
pape @aivetal oto oxfpa 6. Molo avaAutikd, o opllovTLog agovag avamapLotd
To TANBOC TWV KUKAWV HETAS00NG, €Vvw O KABETOG Afovag avamaplotd tov
YVWOTO AOYO TOU XPOVOU TNG emegepyaciag evog KPAVIOU TPOG TN XPOVLKN
neplodo tou kBavtou. Ito Slaypappa armelkovidovtal U0 KAPTIUAEG. H pTTAe
KAPTIUAN SelyveL TO 0TOXO0 Tou TipooTiabel kABe popa va EMLTUXEL TO oUOTNHA,
OTIWG TIEPLYPAPNKE OTO AVTLOTOLXO KEPAAALO, EVW N TIPACLVN KAPTIUAN SelyveL
TIWG TIPAYHATLKA CUUTIEPLPEPETAL TO CUCTNHA.

H oupmeplpopd Aotmdv, Tou CUCTHPATOG pag lval autr Tou avapevape. Ao
TOV TIPWTO HPEXPL TOV SEKATO KUKAO, TIOU O pUBPOC €L0ponG SeSopEVwyY Ttapape-
VEL 0TaBepOC OTLG SEKA XIALASEC TIAELASEG TO SEUTEPOAETTO, TO CUCTNHA HAG
npoomtabel va Ppel pla ooppotiia ylwa TNV emnegepyacia twv Sedopevwy,
au&avovtag olyd olyd to TARBoC TwV pnxavnuatwy mou Bpilokovtal og AsLtoup-
yla. Ztov &€kato KUKAO 0 puBuOG £L0PONG TWV SESOPEVWV PELWVETAL SPACTLKA.
Tig ouvemeleg tNG Pelwong tou pubuou €Lopor g TwV SeSOPEVWY ToV BAETTIOUPE
OTOV QUECWG ETIOPEVO KUKAO (EVEEKATOG KUKAOG ETAS0ONC), OTIOU TA pnXavruata
Tou Seopevovtal amd To cUOTNUA PAG, PHELWVOVTAL SPACTIKA OTO €val.

4. Zupmepacpata

H texvikr Tou MapReduce [3], avol&e tnv TIUAN yLa tn SnuLoupyla pLag Heyaang
TIOWKWAlOG oUOTNUATWY  Katavepnuevng emegepyaciag oTatikwy SeSOPEVWV.
MapoAo tng avaykaldtntag toug, dev umdpyeL avtiotolxn Snuloupyla cuotn-
patwy emnefepyaciag pepdtwy SESOUEVWY OTO UTIOAOYLOTIKO VEQOG. Me tnv
gpyacia pag Ssl&ape OTL KATL TETOLO €lval €QLKTO XPNOLUOTIOLWVTAG OTATLKA
ouotruata enegepyaoiag yla enegepyacia peupatwy SES0UEVWV.

ErunmpooBeta, avadeiape onuavtika poBArUata TIou £X0UV VA aVTLPETWTILOoUV
Ta cuothpata enegepyaciag powv, OTIWG lval EKELVO TNG EAACTLKNG SECUEUONG
punxavnuatwyv. Onwg £6el&av ta melpAPata, To ocUoTNUA PAG EXEL EAAOTIKOTNTA
yla tn 8€opELOn PNXAVNPATWY, KATAQEPVOVTAG VA TIPOCAPHOCETAL CUVEXWG
OTLG HETAPBOAEG TOU POPTOU ETEEEPYATLAG TWV POWV SESOUEVWV.

H SQL elvat kat Tapapevel TO TPOTUTIO YAWOOd TwV CUCTNHATWY PACEwv
S5eS0PEVWY yLa TTIAVW aTIO TPLG SEKAETIEG, KAL £XEL TNV LKAVOTNTA VA PTIOPEL va
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EKPPACEL Pe ATAO TPOTIO TIOAUTIAOKOUG HPETACYNMATLOMOUG S€80PEVWY. APKETA
olyxpova cuotrpata [4], [5], [6], €xouv avamtugeLl eva POVTEAO TIOU amaltel
TIPOYPAUHATIONO XAUNAOU ETILIIESOU ATIOWEUYOVTACG TN XPHON KATIOLAG ETTEKTA-
ong ¢ SQL yua tnv utootrplén ocuvexwyv EpPWTNPATWY. AUCTUXWG O TIPOYypap-
HATLOPOG xapnAoU emumeSou odnyel o€ peyalo xpovo avamtuéng kabwg kat
oe UPNAO KOOTOG OULVTNPNONG TETOLWV OCUCTNUATWVY. Me to olotnud pag
KATAWEPAPE VA EVOWHATWOOUME TN SNAWGCN CUVEXWV EPWTNUATWY o€ SQL.
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Extracting Interests from
Facebook Shares
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Abstract

Over a billion users worldwide use Facebook to communicate, discover new
information, “Like” and “Share” pages. This paper discovers users' interests from
their Shares (focused on Youtube Links), to help them (a) find useful information
in the form of Wikipedia articles and (b) expand their profiles with more “Likes".
Our system extracts textual features from each Youtube page and computes
relevant topic keywords using LDA. Then, these keywords are matched to the
Wikipedia ontology, where further relevant topics are discovered using a novel
approach. Finally, we present the results of a user study that measures the
accuracy of inferring users interests and the results were promising.
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1. Introduction

Facebook has become the most popular of all social networks (1.11 billion users
March 2013)". Facebook users communicate with other users by making friends
and doing “Like” to other User's “Shares” (i.e., publish a link from a website they
find interesting). In this paper, we analyze users’ Youtube Shares (empirically many
shares are from Youtube videos). Our purpose is to expand and enrich user’s
Facebook profiles by suggesting Pages to Like. We also help them discover new
information based on their interests by suggesting relevant Wikipedia articles.

The rest of the paper is organized as follows: In Section 2 we present the system'’s
architecture and algorithms, In Section 3 we present the results of a user study. We
conclude the paper and discuss future work in Section 4.

2. System Overview

2.1. From Youtube Links to Wikipedia Articles

Collecting Shares. For each user, we take the most recent YT_Count Youtube
Shares and create a set of links that will be processed. If the set is small, we
enhance it by adding the Shares of users that are similar to the current user.
Similarity is defined as follows: For each friend of the current user we create a
Vector with values 0O, 1, or -1. Each value is related to a Youtube Share that the
current user has interacted with. Value 1 means that the friend of the user has
Liked the Youtube Share, -1 that he has published a comment without a Like (a
heuristic indication of dislike), and 0 means the friend has not interacted with the
Share (neither Liked nor commented). A similar Vector is created for the current
user (obviously, it does not have 0 values). We use Cosine Similarity between the
Vector of the current user and each of its friends and select the top K. NumFriends
and add their Youtube Shares to the current user’s set of links.

From Youtube to Topics. Given the collection of Youtube Links per user, we
extract from each link, (via Youtube V2.0 API) its Title, Category, Description,
latest YT _LinkComments comments and first YT_NumRelatedVideos related Youtube

1 http://investor.fb.com/releasedetail.cfm?ReleaselD=761090
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videos. Each of these word sequences is split into words to create a Document
for each Video. Moreover, the words from Title, Category as from the main Video
as from the first YT_NumRelatedVideos related Videos, are given an extra weight
(by replicating them in the document). We also filter all words with a Stemmer
to find those which have the same root and check which words have practically
the same meaning. Furthermore, we use the Stanford Log-Linear Part-Of-Speech
Tagger?, to keep only English words from comments that are mostly nouns. Topic
words are generally nouns and not verbs or adverbs etc. All these Documents
from Youtube links constitute a Corpus. The system uses the Latent Dirichlet
Allocation (LDA) [5, 6] with input that Corpus, to generate a set of Words that
represent the most likely Topics of the links.

From Topics to Wikipedia. We use Google Custom Search APl on every set of topic
keywords. We search only for Articles from Wikipedia Pages (source: en.wikipedia.
org) and keep the top Res_GoogleLinks Wikipedia Links. We now have a set of
Wikipedia pages that are relevant to the topics of a user’s Shares as produced by
LDA.
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2 http://nip.stanford.edu/downloads/tagger.shtml
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Figure 1: System Overview

2.2. Graph Expansion and Manipulation

Expanding the Graph. For each Google Search response (Wikipedia Article), we
collect the first Wiki_ NumLinks Links from the first Paragraph and then for every
one of those, we keep from the first paragraph of the article, only the First
Link. We accept, only those links that are (a) Wikipedia articles (b) not inside
parenthesis and (c) not special Wikipedia Links such as #Cite, #File etc. We use
the resulting Wikipedia articles, to create a directed Graph, where nodes are
Wikipedia pages. The edges of the Graph represent the relations between the
links in the 1st paragraph of a Wikipedia article. Each child article has links that
connect it with parent articles. The parent articles are the links in the first
paragraph of a Wikipedia article. Each edge is drawn with direction from the parent
article to the child article. For instance, child article “London” (Figure 2) has links
that drive to parent articles “England”, “United Kingdom”, ..., “Medieval”. So, there
are edges from all the parent articles to child article London. In the same way,
article “Country” is connected with the article “England”.

. i

- i B .-
Medieval [u.mpen'n
‘\\ History

Figure 2: Example of Nodes Relations
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Nodes Count. Each node of the Graph has a specific Count:
Count = Immediate_count + Derived_count (1)
Immediate_count: Refers to the occurrences of corresponding Wikipedia article.

Derived_count: It's an extra weight based on the links between a node and its
predecessors. This weight is the average count of its parents divided by w, plus
the average count of its grandparents divided by 2*w, plus the average count of
its great grandparents divided by 3*w, etc.

At Figure 3 example, suppose there are given (as Google Search results) the
articles “Athens” and “Drama, _Greece”. Table1 describes the Counts of each
node appeared in, with w=6. Notice that node (article) “Greece”, appears both in
the 1st paragraph of articles “Athens” and “Drama, _Greece”, so the occurrences
of node “Greece” is 2.

,___,.n— —

e

Q Piraeus

S

Figure 3: Example of Nodes Count

Table 1: Nodes Count in Figure 3, w=6

Article (Node) Immediate Count Derived Count Total Node Count

Capital 1 - 1
Athens 1 1,25/6 = 0,208 1,208
Piraeus 1 - 1
Attica 1 - 1




Extracting Interests from Facebook Shares - S. Christoforidis

Greece 2 - 2
Drama,_Greece 1 1/6=0,166 1,166
Municipality 1 - 1

Selecting nodes. Splitting to individual graphs. The Graph possibly consists of
independent sub-graphs (Figure 4) that originated from different topics such as
music, sports, cars, etc. Our system detects those graphs and treats differently
each one, to highlight multi-variety pages relevant to User's interests.

System’s Graph

Graph of Music Articles Graph of Sports Articles Graph of Cor Articles

Figure 4: Multiple existence of Graphs

Candidate Nodes per individual graph. We keep only the nodes from each graph that
have height 1 or 2. The Articles of these nodes usually contain more useful infor-
mation. Since, nodes with height 3 or higher tend to be general and not suitable
for building profiles. In our example, (Figure 2) nodes “London”, “England”, “United
Kingdom”, “Medieval” are valid for recommendation, whereas nodes “Country” and
“European History” are not.

Normalize nodes of individual graph and choose nodes to recommend. In Figure 5 we
describe the steps we follow to decide which nodes will be recommended to the
user. Each graph (Figure 5, L1) is transformed to an array (Figure 5, L2), where
each line represents a node from that graph. Each array’s nodes are also sorted by
descending order count.




Extracting Interests from Facebook Shares - S. Christoforidis

L1:

L2z

L3z

Box 1 nodes Box 2 nodes Box 3 nodes

Figure 5: Procedure for selecting Wikipedia articles to recommend

Then graph’s nodes are split into 3 “Boxes”, depending on their Count (Figure
5, L3). The 15t box contains the graph’s nodes that have the largest count, the
2" pbox has nodes with middle count and the 3 one the rest of the nodes. Figure
6 shows a detailed example of how the nodes of a specific graph are split into
categories. Now, we select the Rec_Num nodes that we will recommend to the
user. The number of results for each graph is relative to its total Count and the
total number of results that we desire for each normalization box (Figure 5, L4).
So, the 15t box at L4 contains a selection of nodes from all the “Boxes 1" of L3,
the 2" a selection of nodes from all the “Boxes 2" and the 3™ one the nodes
from the “Boxes 3". The nodes of all boxes at L3 of a graph that are recommended,
are chosen equally on each side of the average count of the current set nodes.

At this point, we will refer to some properties of each Box from this normaliza-
tion process. “Boxes 1” nodes are general, but selecting nodes with average count
from that box, provides useful general information to the user. For example, if the
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user has Shared a link from the band “Guns N’ Roses”, the article “Rock” would be
an ideal node for “Boxes 1”. On the other hand, nodes of “Boxes 3" are very
specific concepts and tightly connected to the actual shares and thus are
obvious to the user. However, nodes in the average count of that box contain in-
teresting nodes for “Like” recommendations. For instance, the article “Don’t Cry”
(Guns N’ Roses song) would be a possible node of “Boxes 3”. Finally, “Boxes 2"
contain nodes with the highest serendipity. More specifically, although these
nodes are neither close to the Share’s actual context, neither very general, they
may provide useful information to the user and help him to discover and learn
new things. In the last case, the article “Led Zeppelin” represents an example of a
node that “Boxes 2" contain.

Teda"§ N B Wit RIER e Tt

Brura Guma W Burna N ‘Wi'a Ara tighnet
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LY §] (e ST ET LEETE] LETTT] Wi LEELTEE
dridagibg by
Comritn: N [T ] | Biar | irws i LT
\ | { o x
Fryrknmrsi By M Agenn FE Ty
R I.I#J T
Brviw Dvchersan Guni M’ Reim dissgraghy Hsphaot ducageaphy

= i [FT L

Box 1 Box 2 Box3

Floden wwich mlgpkee Eaursd Me-des weth Sversre Downd Fie-den with Losvaid Lo

Figure 6: Normalization Method of Graph’s Nodes

3. Experiments

3.1. System’s Configuration

Table 2 describes the values of the parameters, that we gave to the system during
the evaluation. Table 3 describes the values of the parameters we used at the LDA.
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Table 2: System’s parameters Values

Variable Name Description Value
YT _Count Youtube Shares Number 30
K_NumFriends Friends Number 5
YT_LinkComments Comments number 500
YT_NumRelated- ,
, Related Videos number 5
Videos
) Google search results
Res_GoogleLinks 3
number
Wiki_NumLinks Article’s links number 10
w Derived Count weight 6
Recommendations Total: 25
Rec_Num

number per Box/Total | Box1:8 | Box2: 11| Box3:6

Table 3: LDA parameters Values

. Iterations
Alpha beta Topics number
number
50/K = number of topics = Number of Youtube
, 0.1 , 2000
number of Youtube links links = 30

3.2. Online User Study

Evaluation Preparation. In order to test the accuracy and effectiveness of our
System, we created an online Survey where participated 19 people (users).
We asked each user to fill a questionnaire with 2 questions, for each recommenda-
tion. The structure of the questionnaire is shown at Figure 7.

In the 1st Question the answers “l like it a lot” or “I like it” mean that the user
would “Like” a page on Facebook relevant to the topic of the article. If the user
chose the option “I don't like it” or “I don't like it at all”, not only he wouldn't
“Like” a page relevant to the article, but he also didn't like the general topic
of the article.
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In case the user selected as response the “Neutral” at Question 1, we asked him
the extra question “Was the content of the article useful?” with available answers
(a) Yes or (b) No. Answer “Yes” means that the user found the context of the article
interesting, although he neither Liked it nor Disliked it. Answer “No” means that
this article was uninteresting for the user. We asked this extra question because
there are many cases where the context of an article is neutral by its definition,
but its information might be interesting. For example the article “Crime in the
United States” is generally an informative article and is not a subject for Like or
Dislike. However, someone who lives or travels in the U.S. may find this information
useful.

In the 2nd Question, the option “its Title” means that the user understood the
topic of the article by reading only its title. The option “The short Text” means
that the user didn't understand the topic of the article by reading only its title
and he continued his reading to the short text. The User chose the option “The
webpage of the link”, if he hadn't still understood the topic of the article from the
evaluation page and he read the webpage of the article to read more information
about it. In case the user had to browse the internet to find more information
about the topic of the article, he selected the option “Browsing on the Internet for
more information”.

In our study, we define the Serendipity when a user chose the answer “I like it
a lot” or “I like it” at Question1 and selected any answer at Question2 except
“Its Title". In other words, the user liked an article either for its information either
for “Like” a relevant Page, after learning new information, that he wouldn’t know
before.

Finally, we asked the participants whether they would find useful such a service on
Facebook.

3 http://en.wikipedia.org/wiki/Crime_in_the_United_States
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Figure 7: User Evaluation - Recommendation Page

Results. Tables [4,5] show the main results from the evaluation. In our study, we
considered that a recommendation is positive and helpful [Table 4, Like], if the
user has selected at Question1 the answer “| like it a lot” (+2), “I like it” (+1) or if
he has chosen the “Neutral” (0) response, but also answered “Yes” to the extra
question. If the user has selected at Question1 the answer “l don't like it” (-1) or
“I don't like it at all” (-2), we suppose the user found this recommendation nega-
tive [Table 4, Dislike]. The user found neutral an article [Table 4, Neutral], if he
had answered “Neutral” (0) at Question 1 and also answered “No” to the extra ques-
tion.

Serendipity [Table 5], is measured by the probability P(short_text+web_page+
extra_search|likes+interest) and represents the percentage of how often a user
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liked an article, whenever he felt had discovered or learnt new information.
Finally, the o represents the Standard Deviation(SD) in our measurements.

Table 4: System’s Usage Statistics

Like Dislike Neutral | find such a service useful
User Average 73% 12% 15% Positive 84% (16/19)
o 14% 10% 10% Negative 16% (3/19)

Table 5: System'’s Serendipity Statistics

Serendipity Title Short Text + Webpage + Extra Search
User Average 57% 43%
c 20% 20%

4. Conclusion

In this paper we propose a method for extracting user’s interests from Facebook
Youtube shares. This method exploits textual features and creates a graph based
on Wikipedia's ontology. The recommendations were evaluated in a user experi-
ment and the final results were promising. However, the most important thing
is that almost all users would find this service on Facebook useful. Furthermore,
we plan to expand our methods beyond English by using international Wikipedias.
We plan to improve our results by applying minimum cut in our graph. In this
way, we can discover graphs with different topics, that not need to be independ-
ent graphs. We will also test other ontologies to take advantage of the provided
semantic links.
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for Classifying Masses from
Mammographic Images
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Abstract

Worldwide, breast cancer is among the most common forms of cancer and its
incidences come first among the women population. While mammography is
regarded as the most reliable technique for screening and diagnosing breast
cancer, the interpretation of mammograms is a difficult and error-prone task.
In this thesis, we developed methodologies that can be integrated in a computer
aided diagnosis system for mammography, concerning the detection and the
evaluation of mammographic masses. After developing all subunits of the
system, we proceeded on its evaluation in order to investigate its efficacy and
its potential to be adopted in daily clinical practice. The optimum settings for
classifiers were determined, which were used for the final stage of classification in
an independent set.

Keywords: Computational Intelligence, Risk Estimation, Mammographic Imaging, Mass
Classification
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1. Introduction

Early detection is the key to the ultimate survival rate for breast cancer patients.
For women whose tumors were discovered early, the five year survival rate
was about 82%, as opposed 60% for the cases not been found early [1]. Among
different noninvasive ways for breast cancer diagnosis, mammography is regarded
as the most effective tool available today [2]. The characterization of lesions as
benign or malignant based on their appearance in mammograms is a difficult
task even for expert radiologists. Because a mammogram is a two dimensional
projection of a three-dimensional object, superposition of breast tissue often pro-
duces patterns that appear like suspicious masses to a radiologist or alters the
appearance of real mammographic lesions. This leads to 10%-30% of all cancers to
be missed by radiologists [3].

Therefore, computer-aided diagnosis systems (CADx) have been proposed in the
past years with the aim to support radiologists in the discrimination of benign and
malignant mammographic lesions and to increase the positive predictive value
(PPV) of mammogram interpretation. These algorithms are based on extracting
image features from regions of interest (ROI) and classifying them accordingly.

In this thesis, a total of 901 mammograms (447 benign and 454 malignant masses)
were used, coming from DDSM as in study [4], [5] and [6]. We have developed
methods for automatic classification of mammographic masses, based on the
basic principles governing a CADx: segmentation, feature extraction, feature se-
lection and classification. The segmentation of the masses from the surrounding
tissue was done using the region growing technique. For the description of the
masses, we extracted 195 features that were associated with their morphology and
texture. In these features, the age of the patient was added. To find the optimal
subset of these features, we used the sequential forward selection (SFS) method.
Regarding the classification methods, classifiers: k-NN, PNN and SVM were se-
lected. The optimal parameters of these classifiers were determined using the
LOO method, while the evaluation of classifiers was performed by the External
Cross Validation (ECV) method repeated by 50 times. The results showed that
the SVM classifier has achieved the highest separation performance to unknown
data, obtaining AUC and an accuracy equal to 0.88. We use one of the larger samples
(901 mammograms from DDSM), since study [5] uses 1076 masses from DDSM,
which is the largest number, followed by study [7], which uses 427 mammograms
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that were randomly selected from the Department of Radiology at the University
of Michigan. Study [5] can be considered to be the closest relatively to ours in the
sense that the number of mammograms is very large in both, coming from the
same database and using the same type of features for the description of the
masses. However, in [5] all neural networks were trained using the LOO method
and the reported accuracy was 0.81 for image-based and 0.83 for case-based
evaluation, while in ours the highest accuracy was 0.88 and the classifiers were
evaluated with a more objective method (ECV, 70% training set, 30% testing set).
In the other two studies [4] and [6] the number of mammograms obtained from
DDSM is smaller, 343 and 236 masses respectively, and they extracted a small
number of textural features (7 in [4], 28 in [6]) and morphology (7 in [6]), but still,
they achieved lower AUC value (0.86) from our study. Overall, the studies reported
to have the highest performance were [8], [9] and [10] in which the AUC got value
0.94, 0.95 and 0.94 respectively. However in these studies, the LOO method was
applied to train and test their classifiers and the number of mammograms used
was significant smaller than ours (168, 111 and 95 mammograms respectively).

2. Materials and Methods

2.1. DataSet Description

In this thesis we used cases from the publicly available Digital Database for
Screening Mammography (DDSM). All volumes of cases have been digitized with:
a Lumisys 2000 laser scanner with 12 bit depth and 50 ym pixel size, a Howtek
MultiRad 850 with 12 bit depth and 43.5 pm pixel size, a Howtek 960 with 12 bit
depth and 43.5 pm pixel size and a DBA (M2100 ImageClear) with 16 bit depth
and 42 ym pixel size. We used a set consisting of totally 901 ROIs including 447
benign and 454 malignant masses. Most mammograms had medio lateral oblique
(MLO) and craniocaudal (CC) views, but in some cases the mass was only visible
in one projection. 70% of the images were used to train the classifiers and 30%
for testing them.

2.2. Preprocessing and Segmentation

In this study, we initially performed a preprocessing step through Contrast
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Limited Adaptive Histogram Equalization (CLAHE) and afterwards we applied a
semiautomatic region-growing approach, with the position of the seed point to
be user-defined. The region is iteratively grown by comparing all unallocated
neighboring pixels to the region. The difference between a pixel's intensity value
and the seed pixel's intensity is used as a measure of similarity. The pixel with
the smallest difference is allocated to the respective region. This process stops
when the intensity difference between seed pixel and new pixel becomes larger
than a certain threshold t=0.1.

2.3. Feature Extraction

Most approaches to feature extraction for mammographic masses are based
on the lesion attributes that are used for lesion characterization by radiologists.
Radiologists characterize masses based on their shape, the characteristics of
their margin, and their optical density. A broad range of techniques for the
extraction of features that resemble lesion attributes used by radiologists has
been proposed. However, higher-order features that do not directly resemble
attributes used by radiologists were also employed [3]. Thus, at this stage we
extracted 195 feautures that were associated with the morphology and texture
of a mass. Also, in these features, we added the age of the patient.

1) Shape

Based on a segmentation of the mass contour, we proposed several basic
morphological features to represent the shape of a mass. These include the
area, the perimeter, as well as the circularity, rectangularity, compactness,
orientation, major-minor axis and eccentricity of the mass. Furthermore, we used
normalized central moments and moments of the border pixels of a mass to
represent its shape. Also, we introduced a set of features based on the normal-
ized radial length (NRL) to represent the mass’s shape. The NRL is defined as the
Euclidean distance of each pixel on the object’s contour to the object’s centroid.

2) Margin characteristics

We used two features to describe the margin characteristics of a mass which
have been proposed by [11], the standard deviation and the skew of the gradient
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strength of the pixels on the contour of a mass.

3) Optical density

The optical density of a mass is represented by simple features such as the mean
gray level, standard deviation of gray levels, maximal-minimal-median gray level
and coefficient of variation of the mass region.

4) Texture

Based on the segmentation of the mass from the background, texture analysis is
often restricted to the mass region, excluding the background tissue region. In this
study, we extracted 1t order statistics like skewness, kurtosis, energy and entropy
gray level, as well as higher-order features that do not represent lesion attributes
used by radiologists. Specifically, features based on the gray level co-occurrence
matrix (GLCM), gray level run length metrics (GLRLM) and wavelet decompositions
were proposed for the characterization of masses.

2.4. Feature Selection

In this study, we used a wrapper approach to find the optimal feature subset,
because the main advantage of this method is the interaction with the classifier
and the correlation between the different features. However, its disadvantage
is the increase in complexity and time in order to find the desired subset of
features. Specifically, we used the Sequential Forward Selection (SFS) approach
[12], which is a sequential feature selection method. The SFS approach, finds
initially the best single feature in terms of maximum accuracy for the separation of
the two classes. Then, that feature is adopted permanently and put in combination
with each of the other features in turn. Out of all the pairs created, the best set of
two features is taken, again in terms of the maximum accuracy for the separation
in the feature space. The process continues until all features are selected.

2.5. Classification

The discrimination of benign and malignant mammographic masses is a super-
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vised learning problem, which is defined as the prediction of the value of a
function for any valid input after training a learner using examples of input and
target output pairs. For the problem at hand, the function has only two discrete
values, hence the problem of discriminating benign and malignant masses can
be modeled as a two-class classification problem [3].

1) Classifiers

The classifiers that have been applied to solve this problem are: k - nearest
neighbors (k-NN), probabilistic neural network (PNN) and support vector
machines (SVM).

The k-NN classifier is based on the calculation of the similarity between a vector
to be classified and the vectors of the training set. In this study, the Euclidean
distance was used as a measure of similarity between two vectors.

For the PNN classifier we used the following discriminant functions [13], [14]:

N el
(X) = e 2° (Gaussian) (1)
9500 =N 2
Nj il
gj(x) = (27) p/zO_pNj ;e ’ (Exponential) (2)
1 Nj
g; (X) = Z L (Reciprocal) (3)

(27)"?cPN = 1x—x[f /o

where X is the test pattern vector to be classified, Xj is the iI-th training pattern
vector, Nj is the number of patterns in class j, ¢ is a smoothing parameter, and
P is the number of features employed in the feature vector. The test pattern is
classified to the class with the larger discriminant function value.

In the SVM classifier, the separating hyperplanes in the transformed feature space
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are defined by equations (4):
wx O(X)+b==1 (4)

where +1 is referred to class 1, -1 is referred to class 2, X is the pattern vector,
W is a vector perpendicular to the hyperplanes, and b the bias or threshold which
describes the distance of the decision hyperplane from the origin (equal to b/||w]]).
The discriminant function is given by:

g(x) =sign(wx d(x)+ b) (5)
Functions that were used as kernels @(x) are:
i) The linear kernel: k(xi,xj) = xi.xj (6)
i)  The polynomial kernel: k(xi,xj) = (xi.xj +0)d (7)
where d the order of polynomial and 6 an offset parameter.

iii) The Gaussian radial basis kernel:

(8)

(X x.) = exp( (% - Xj)Tz(X‘ _ xj)}

20
where o is the standard deviation.
iv)  The sigmoidal kernel:  k(xi,xj) = tanh(x(xi.xj)+0) 9)

where x the gain and 6 the offset.

2) Parameters

From the previous section it is observed that the classifiers depend on some
parameters, whose values influence their performance directly. Therefore, an
appropriate parameter selection stage must be preceded for the training of
each classifier. However, the best choice of parameters depends on the data;
therefore, the optimal parameters may have different values.

For the k-NN classifier, the number of nearest neighbors, k, has to be checked.
In binary classification problems, such as ours, it is helpful to choose k to be an
odd number as this avoids tied votes. Thus, this parameter took values from




Methods of Computational Intelligence for Classifying Masses
from Mammographic Images - P. Kafouris

the set {3, 5, 7,9, 11, 13, 15, 17, 19, 21}, resulting in designing 10 different k-NN
classifiers. Regarding the PNN classifier, the o parameter can affect the
classification results. For all three types of the PNN classifier (Gaussian,
Exponential, Reciprocal), the search for the optimal value of this parameter was
made in the range [0.1-1] by varying the value with step 0.1. For the polynomial
SVM classifier, we searched optimal values of the d parameter, i.e. the degree
of the polynomial, while for the rbf SVM classifier we searched for optimal values
of the o parameter, i.e. the standard deviation. The possible values of the d
parameter were from the set {2, 3, 4, 5}, while the o parameter got values in the
[0.4-1.4] range by varying the value with step 0.2.

So, in fact, we designed 52 variations of 3 types of classifiers (10 k-NN, 30 PNN,
12 SVM), and after their evaluation, we obtained the best classifier from each
category.

3) The evaluation of classifiers

The computer classification results were validated using the following standard
criteria: Accuracy (ACC), Sensitivity (SN), Specificity (SP) and the area under the ROC
curve (AUQ).

3. Results

3.1. Training and Classification

For each of the 52 classifiers, the SFS method was applied and using the LOO
method, the best combination of features were determined, i.e. the combination
which had achieved the highest accuracy. For a given round, the LOO method
used one case for testing and the remaining cases for training. The case chosen
for testing was changed at each round, until all cases had been used once for
testing. For the k-NN and PNN (Gaussian, Exponential, Reciprocal) classifiers
we observed that the maximum accuracy value (>0.83) was achieved in the first
10-13 features approximately, and as we increased the number of features used
it declined. Different results were obtained for the SVM classifiers. For the
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polynomial SVMs and rbf SVMs classifiers, the maximum accuracy equal to one
was achieved in the first 8-10 features approximately and as we increased the
number of features their accuracy remained stable. In the SVM sigmoid classifier
the maximum accuracy value (0.89) was achieved after 102 features, and in the
SVM linear classifier the maximum accuracy value (0.67) was achieved after 135
features, which was the smallest maximum accuracy value compared to all the
other classifiers. As we increased the number of features used, the accuracy of
both classifiers declined.

3.2. Evaluation

The evaluation of classifiers was performed by the ECV method, which is based
on recurrent training and evaluating of a classifier using different subsets of
cases. All the cases were randomly divided into two subsets in the 70%-30% ratio:
the first one was used for the training of classifiers and the second one for the
evaluation. This process was repeated by 50 times. The optimal parameters of
the classifiers were determined based on the combination of the mean value and
the range of accuracy, which were calculated after the 50 repeated uses of the
classifiers. The results showed that the optimal value of the k parameter of the
k-NN classifier is equal to 13, because the 13-NN classifier, after 50 repeated uses,
gave the highest mean value of accuracy (0.81) with one of the smallest ranges
of accuracy (0.11). For the PNN Gaussian classifier the optimal value of the
o parameter is equal to 0.1, since after 50 repeated uses of the classifier, the
highest mean value of accuracy (0.83) was achieved with the smallest range of
accuracy (0.08). For the PNN Exponential classifier the optimal value of o is equal
to 0.4, while the PNN Reciprocal’s is 0.1. In the SVM classifiers, the SVM polynomial
classifiers outweigh the others, since they achieved the highest mean value of
accuracy ranging from 0.73 to 0.88 with a small range of accuracy, while the best
SVM rbf classifier achieved a highest mean value of accuracy equal to 0.7, the SVM
linear classifier achieved an accuracy of 0.42 and the SVM sigmoid classifier an
accuracy of 0.49 with greater range. From the polynomial SVM classifiers the 2nd
degree SVM polynomial gave the highest mean value of accuracy 0.88 with the
smallest range of accuracy (0.09).
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3.3. Classification in an independent set

In this section, we present the results of the final classification in unknown data.
For the comparison of the classifiers, we used again the ECV method, in which,
for all classifiers, the training set (70%) consisted of the data by which they were
constructed (313 cases of benign and 318 cases of malignant), while the test set
(30%) contained 134 new cases of benign and 136 new cases of malignant, in order
to determine the performance of the classifiers using completely unknown data.
Table 1 shows the corresponding values for each classifier and Figure 1 illustrates
the ROC curves of the best classifiers of each class in a common graph.

Therefore, the best performance for the discrimination of mammographic masses
was achieved by the SVM polynomial classifier with degree=2 and N=25 (length of
the best features combination). The PNN Gaussian classifier with 0=0.1 and N=10
had the second best performance, and then the rest PNN classifiers follow with
similar behavior.

Table 1:
MEASURES OF PERFORMANCE OF CLASSIFIERS USING ECV METHOD

Classifier Acc Sn Sp AUC
K-NN (k=13, N=12) 0.804 0.765 0.843 0.804
PNN Gaussian (0=0.1, N=10) 0.867 0.875 0.858 0.867
PNN Exponential (0=0.4, N=13) 0.844 0.838 0.851 0.845
PNN Reciprocal (0=0.1, N=14) 0.837 0.831 0.843 0.837
SVM Linear (N=135) 0.396 0.427 0.366 0.396

SVM Polynomial (degree=2, N=25) 0.878 0.882 0.873 0.878
SVM RBF (0=0.6, N=38) 0.637 0.566 0.709 0.638

SVM Sigmoid (N=102) 0.600 0.596 0.605 0.600
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Figure 1: The ROC curves of the classifiers

4. Conclusions

In this thesis, we developed methods for automatic classification of mammo-
graphic masses, based on the basic principles governing a CADx. The region
growing technique was used for the segmentation of the masses from the sur-
rounding tissue, starting from a seeding point, which is selected by the user.
For the description of the masses, we extracted 195 features that were associated
with their shape, the characteristics of their margin, their optical density and their
texture. Furthermore, in these features we added the age of the patient. SFS was
used to find the optimal feature subset, thus increasing the performance of
classification and ensuring simultaneous reduction of the complexity of the
problem. Regarding the classification methods, k-NN, PNN and SVM classifiers
were selected. A total of 901 mammograms (447 benign and 454 malignant




Methods of Computational Intelligence for Classifying Masses
from Mammographic Images - P. Kafouris

masses) were used, coming from the publicly available DDSM. Applying the SFS
and using the LOO method, the best combination of features and the optimal
parameters of classifiers were determined, while the evaluation of classifiers
was performed by the ECV method repeated by 50 times. All the cases were
randomly divided into two subsets in the 70%-30% ratio: the first one was used
for the training of classifiers and the second one for the evaluation. After the
calculation of the performance of each classifier in the evaluated set, the best of
k-NN, PNN and SVM classifiers were determined, which were used for the final
stage of classification in an independent set. More specifically, the 13-Nearest
Neighbors classifier with 12 from total 196 features (k-NN, k=13, N=12) achieved
an AUC value = 0.80, the Gaussian PNN classifier with standard deviation equal
to 0.1 and N=10 (Gaussian PNN, 0=0.1, N=10) got AUC value 0.87 and the polyno-
mial SVM classifier with degree=2 and N=25 (Polynomial SVM, d=2, N=25) achieved
an AUC value = 0.88. This large scale analysis under multiparametric optimization
questions gives useful information about the optimum selection for a classification
scheme regarding mammographic masses. These results are expected to enlight-
en the design of Computer Aided Diagnosis systems focusing on mammographic
mass classification.
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Abstract

The focus is on 3 different combinatorial pursuit-evasion games. For the famous
Cops & Robber game, where cop tokens try to capture a robber token on a graph,
two variants are examined. That is, the cases of fractional cops and fast robber.
Grid graphs are mostly studied, besides some general results. For the recently
introduced Surveillance game modeling Web prefetching, a hardness result for
bounded degree graphs is provided. Here, a marker tries to anticipate any pos-
sible itinerary of a surfer. Finally, Eternal Domination is studied. Guards need to
perpetually dominate a graph and thus protect against an attack on any node.
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1. Introduction

Historically, games have always appeared in human societies and in many differ-
ent forms. In recent years, mathematical studying of games has received great
interest by researchers in many fields in an attempt to formalize them. We concen-
trate on a particular subset of Game Theory, namely Combinatorial Game Theory,
which includes games with specific characteristics. The interest is about games
where two players play alternately and both enjoy perfect information over the
game. That is, at each turn, each player is familiar with the current and all previous
game configurations and picks an action out of a set of publicly known predefi-
ned actions. Moreover, the games are deterministic in the sense that no action
performed is dependent on any source of randomness. By the end of the game,
one player wins and the other loses; there may be no tie.

Here, we focus on three pursuit-evasion combinatorial games played on graphs.
Consequently, we identify a strong interaction with Graph Theory for these
games. In other words, the features of the graphs, on which the games are de-
scribed and played, have a major impact on the dynamics emerging between the
two players. The games under consideration are the Cops & Robber game, the
Surveillance game and the Eternal Domination game.

1.1. Cops & Robber

Cops & Robber is a pursuit-evasion combinatorial game played on a graph. There
are two players: one that controls the cop tokens (player C) and another who
controls the robber token (player R). Initially, C places his K tokens on the vertices
of the graph. Notice that more than one cop tokens may lie on the same node.
Then, R chooses an initial placement for the robber. Round 0 is over. From now
on, every round consists of 2 turns, where C may or may not move any of his
cops to a vertex adjacent to the one he currently lies on and R moves the
robber to an adjacent vertex with respect to her current position or does not move
her at all. C wins the game if, after any player’s turn, the robber lies on the same
vertex with a cop. R wins if she can perpetually avoid the realization of the
aforementioned condition.
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1.1.1. Background

From the optimization point of view, the important question in mind is what is the
minimum number of cops needed to capture the robber either on a specific graph
or in general.

Definition 1. The cop number of a graph G, denoted cn(G), is the minimum
number of cops needed to ensure that the robber is captured, regardless of her
strategy.

Problems related to the cop number have been studied heavily over the last
30 years. Originally, Quillot [23] and Nowakowski and Winkler [22] character-
ized graphs with cop number equal to 1. Aigner and Fromme [1] proved that
cn(G) < 3 for any planar graph G. Frankl [8] proved a lower bound for graphs
of large girth. Moving onto general graphs, Meyniel conjectured that \n cops are
always sufficient to capture the robber. Chiniforooshan [5] proved an O(n/logn)

upper bound, which was improved by Scott and Sudakov [25] and Lu and Peng [21]
to O(nza-oa»m ).

Computationally, we are interested in the following question: given a graph G
and an integer K, does ¢cn(G) < k hold? Goldstein and Reingold [15] proved
that the problem is EXPTIME-complete given that the graph is directed or the
initial positions are given. Recently, Kinnersley [17] answered the question defi-
nitely by proving EXPTIME-completeness.

Cops & Robber can be encountered in a variety of fields, e.g. in robot motion plan-
ning [26], routing [19] and network security [3].

1.1.2. New Remarks

We examine two variants of the original game and provide several combinatorial
results, especially regarding the cop number of small square grid graphs.

1.2. Surveillance

The Surveillance game is a combinatorial game played on a (directed) graph G.
There are two players: the marker (otherwise called observer) and the surfer
(otherwise called fugitive), who take turns alternately. In trivial round 0, the marker
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marks a predefined vertex V,, and the surfer places herself on V,. Then, for all
following rounds, the marker marks a selection of at most k € N unmarked
nodes, while the surfer chooses a neighboring node to move herself to. Once a
node is marked, it remains marked for the rest of the game. The marker wins if
he manages to mark all vertices of G before the surfer manages to reach an
unmarked vertex, in which case she wins.

Definition 2. The surveillance number of a graph G, with respect to a vertex
V,€ V(G), is the minimum number of marks needed such that the marker wins
against any surfer strategy for a Surveillance game starting at V,, and it is denoted

sn(G, v,).

1.2.1. Background

The game was introduced quite recently by Fomin et al. [7] as a model for Web
pages’ prefetching, where a browser may download potential web pages in
advance in order to enhance the user’s surfing. They extensively study the compu-
tational complexity of the problem of determining sn(G, v,): they prove PSPACE-
completeness and several NP-hardness results. Moreover, they demonstrate
polynomial-time algorithms in the case of interval graphs and trees. Finally, the
connected variant is considered, where there exists the restriction that, at any
round, the subset of nodes marked must be connected. The problem in question
is to define the cost of connectivity: how many more marks per round are needed
to satisfy the connected variant’s restriction [10].

1.2.2. New Remarks

We prove that computing sn(G, v,) is NP-hard even for directed graphs of
maximum degree 6 by providing a complexity reduction from a special case of
Vertex Cover. This result is published in [11].

1.3. Eternal Domination

Eternal Domination can be regarded as a combinatorial graph game. There exist
two players: one of them controls the guards, while the other controls the rioter.
Initially, the guard tokens are placed such that they form a dominating set on G.
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Then, the rioter attacks a vertex without any guard on it. A guard, that domina-
tes the attacked vertex, must now move on it to counter the attack ensuring that
the modified guard positioning remains dominating. The game proceeds in similar
fashion in any subsequent rounds. The guards win this game if they can coun-
ter any attack of the rioter and perpetually maintain a dominating set. The rioter
wins if she manages to force the guards to reach a positioning that is no longer
dominating. Finally, notice that we allow more than one guards lying on the same
node.

T T b iy

Figure 1: Perpetually protecting the Roman Lake [24]

1.3.1. Background

The idea about infinite order domination was originally considered in [4] as
an extension to other domination variants. Later, Goddard et al. [14] focused
on the formalisms, which we too follow. More specifically, they consider two
variants of the game. In the former, only one guard is allowed to move in each
guards’ turn, while, in the latter, at most m guards can move in each guards’ turn,
wherem € {2,3,...,n}.

Definition 3. The minimum number of guards, needed to perpetually ensure




Robbing, Surfing and Rioting Games on Graphs - I. Lamprou

domination in a graph G against any rioter strategy, is called:

» the eternal 1-domination number of G and is denoted by a1(G), if only one
guard is allowed to move at each round

« the eternal M-domination number of G and is denoted by 6, (G), if at most m
guards are allowed to move at each round

Several bounds are obtained in [14]. Many other papers have been published un-
der this setting; see [2, 13, 18].

Applications of such games emerge either on real-life or on computer security
situations. Optimizing military defence is a problem that dates back to the Roman
and Byzantine empires and relations can be established to networks and autono-
mous systems [16, 20].

1.3.2. New Remarks

We prove a hardness and an approximation result for two cases of o, (G).

2. Fractional Cops & Fast Robber

Relaxing the description is a general technique followed in order to augment
the understanding on a hard combinatorial problem. Furthermore, the relaxed
version could provide an approximation for the original one. Authors of [12] study
a natural relaxation for the cop number of a graph, namely the fractional cop
number of a graph. The fractional cop number (in short fcn) refers to the origi-
nal Cops & Robber game, but with the relaxation that the cops can now split into
infinitely small and infinitely many pieces and move such pieces along the edges
of the graph. The robber remains integral (i.e. she cannot split). Furthermore,
in [12] it is proved that splitting would not assist her towards escaping. The sum
of all cop pieces remains always equal to a constant K € R*. In order for the
robber to be captured, a quantity of cops =1 needs to lie on the same vertex as
her. We now review a cop-strategy and then present some new remarks on it.
This game relaxation is referred to as Fractional Cops & Robber.
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2.1. A Uniform Strategy

We discuss a variation of the strategy given in [12], which does not substantial-
ly differ from the original one, but it helps us simplify the remarks that follow:
Initially, the K cops are placed uniformly on the graph, i.e. k/n cops are placed
at each node. Then, the robber places herself to a node V. Now, it's the cops’ turn.
The k/n cops that lie on the same vertex as the robber will (from now on) always
follow the robber. The rest k — k/n = k (n—1)/n cops are spread uniformly on
the graph (we later show that this can be done in exactly 1 cops’ step for any
graph). That is, each vertex is now guarded by k (n-1)/n* cops. We do not ever
reconsider cop quantities that are bound to always follow the robber. Now, it's
the robber’s turn. Whatever her move, the cops will repeat the same strategy, i.e.
the quantity that lies on the same vertex will always follow her from now and the
rest are re-spread uniformly over the graph. Inductively, at step ¢ there will be

t
X, = k(nT_lj cops left on the graph, which are not bound to always follow the

t t
robber. Therest y, =k — k(nT_l) = k(l—(nT_lj j cops accumulate on the robber

until this quatity eventually becomes > 1 at a certain round, hence cops win. From
now on, we refer to this strategy as the spread and follow strategy.

It is proved [12] that the fractional cop number of any graph approaches 1 if
we allow a very large number of steps. One need only notice that /im;_,, X, =0 and
so for the quantity that accumulates on the robber lim,_, ., Y; =k. That is, for any
k > I the above strategy manages to accumulate all cops on the robber. Obviously,
just 1 is enough to capture her, leading us to the following result.

Let fcn,(G) stand for the fractional cop number of graph G for a Fractional
Cops & Robber game of infinite duration.

Theorem 1.[12] VG : fen(G) = 1.

The aforementioned result suggests that the fractional cop number does not yield
any help towards the approximation of the integral cop number, since it is always
(almost) 1. Another suggestion to try to reduce the cops’' power, in order to pos-
sibly narrow the gap between the fractional and the integral cop numbers, is to
bound the number of steps allowed to them (i.e. reduce the duration of the game).
Unfortunately, upper-bounding the number of steps allowed in the game still does




Robbing, Surfing and Rioting Games on Graphs - I. Lamprou

not help us in our objective to find a relation to the integral cop number, since the
bounded-time fractional cop humber remains small enough. The following table
summarizes the lower bounds on cop quantity obtained in this scope.

Table 1: Fractional cop numbers for bounded duration games

Steps Allowed Cops Required
00 1
n 1.58
\n Vi
log n O(n)

For the reasoning made to be completely accurate, we need to make sure that the
cops’ strategy is feasible. We prove the following.

Lemma 1. The K cops have followed the “spread and follow” strategy for ¢ > I
rounds of Fractional Cops & Robber on graph G. The robber moves to vertex
V during her turn at round ¢. The total cop quantity lying on V(G) | {v} can
be moved such that it lies uniformly on V(G) after cops’ turn at round ¢ + 1.

2.2. Fast Robber

We now turn our attention to the Fractional Cops & Robber game variant where
the robber can move with speed 2, i.e. at each step she can move on a path of
length at most 2 from her current position. Several natural questions arise in this
case about the definition of the game e.g. Can the robber jump over some cop
quantity? What happens when a robber co-exists with some cop quantity on a
vertex? We try to define the game in a way that it handles such questions,
nevertheless it remains as natural as possible. Furthermore, we try to understand
whether fractional cops can perform better than integral ones in this context.
We focus on square grid graphs and obtain some bounds for the (fractional) cop
number on small grids.

Definition 4. Fractional Cops & Fast Robber is the same game as Fractional Cops
& Robber with the extension that the robber has speed 2, i.e. she can move from
her current position to any vertex at distance at most 2.
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Let the K-neighborhood (k > 0) of a node v € V(P, % P,) stand for the set
of nodes at distance exactly K from v and denote it by Ny(v). In addition, let

Npq) =Up <i < Niow).

On the next table, we present some values obtained for the fractional as well
as the integral cop number for small n X n grids (n < J). The fractional num-
bers proven mostly derive from a domination analysis of N[Z](v) for any possible
robber position v.

Table 2: Small grids’ (fractional) cop numbers for a fast robber

Jeny (Py <Py ey (P, x Py
1

4/3
2
2

e [2, 3]

| |WIN|—]|D
WININ [N -

We now introduce a new notion to assist us on the fractional analysis. Let
Jdny [51(G) stand for the the fractional domination quantity needed to dominate
all nodes at distance at most S from V in graph G, but with the extra restriction
that the quantity on V is strictly less than 1. We make use of this quantity, since
we wish to consider the amount of cops needed to capture the robber after she
places herself on vertex V. The extra restriction is put, since there cannot be a >/
cop quantity on V, otherwise the game would be immediately over. The linear pro-
gram below computes fdny, [s1(G) for any node V € V(G). In the following figure,
let Cj stand for the cop quantity at node 1.

Minimize 2icy)Ci  such that
2 jenri] G =1 VieNg(v)

c,<1

Figure 2: Linear program for the fdn, [s)(G) of any node vV € V(G)

The following figure provides the 2-neighborhood domination cases in a 5x5 grid.
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Notice that a similar partitioning of the vertices can be made for any nXn grid
where n > 5. The side, x, inner-side,, and core,, sets are expanded to
contain all such (equivalent under positioning) nodes. Using this approach, we
comprehend that in a big grid, given strictly less than 4 cops, the robber can
move from turn to turn in such a way that she always remains on core nodes.

Corollary 1. For n big enough: fcny (P, X P,) > 4.

O-O-C-0-0 O-O-0-0-0 O-O0-0-00

COTrner X t-to=-Corner sicle

I_Q_ -9 __Q p-O-

¢~¢$ % Fasan!

INNer=-Cormer inne :—r.-tld: COre

Figure 3: Vertices to be dominated for robber positions on the 5x5 grid

3. Bounded-degree Surfing

An open question in [7] suggested the study of the complexity of Surveillance,
when the game is played on graphs whose maximum degree is bounded. No-
tice that computing sn(G, vy) is trivial for graphs of maximum degree 3 [7]. The
result presented in this section acts as an initial step in estimating the surveillance
number complexity for graphs whose degree is bounded by a constant bigger than
3. The following theorem appears in [11].

Theorem 2. Deciding whether sn(G, vy) < 2, for a directed acyclic graph G of
maximum degree 6 and a starting vertex V) € V(G), is NP-hard.
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Below, we may refer to the decision problem in question as the Surveillance Num-
ber problem. To prove NP-hardness, a reduction from an NP-hard [9] special case
of the well-known Vertex Cover problem is employed.

Definition 5. Vertex Cover for Cubic Graphs: Given a cubic (each node of
degree 3) graph G and a constant K, decide whether there exists a set
V'(G)c V(G) such that forany e = {vj, Vj} € E(G) : vj e V'(G) v Vj € V'(G)
and |V'(G)| < k.

From now on, we shall refer to this problem shortly as VC-3. Given an instance
(G, k) of VC-3, we transform it into an instance (D, Vy) of the Surveillance
Number problem as follows: Let n = |V(G)| and m = |E(G)|. For each vertex
Vi € V(G), we put a corresponding vertex U; € V(D). That is, n new nodes
are added, namely Uj, Up,..., U,. Then, for each edge e¢j € E(G), we put a
corresponding node Cj € V(D). That is, M new nodes are added, namely
C1, Cp..., Cy. Another k+m—I1 nodes are added to V(D), namely
Vo, V1,.oe, Vtm-2- As far as the edge set is concerned, Vg, Vi,..., Vit
C1, Cy,..., Cyy form a directed path in this order in D. Moreover, each vertex
Ci € V(D) is connected to Uj, Ug € V(D), where ej = {vj, i} € E(G), via
a specific gadget (see figure). Notice that since G is cubic, each node
Uj € V(D) receives 6 edges, 2 from each corresponding edge’s gadget.

Pprg e —2
LB L Crr

S

dght
o

SN

IF b, thy

Figure 4: The digraph D constructed for the reduction
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We prove the following by providing specific cop-win and robber-win strategies
on D using the existence or not of a k-cover for G.

Lemma 2. If G has a vertex cover of size at most K, then sn(D, vy) < 2.

Lemma 3. If G has a vertex cover of size greater than K, then Sn(D, VO) > 2.

4. The Complexity of Eternal Security

We consider the computational complexity of the following decision problem:
Given a graph G and a positive integer K as input, decide whether ;4,)(G) < k.
The minimal complexity class known to include the problem is EXPTIME.

To prove NP-hardness for computing a,(G), we provide a reduction from the
NP-hard MINIMUM DOMINATING SET problem: Given a general graph G and a
positive integer K, decide whether there exists a dominating set of size at most

kin G.

Given a graph G, we construct a new graph G’ as follows: for any vertex
vV € V(G), v remains in V(G') and a true twin v’ is added as well. Then
another vertex, namely U, is added and all edges {u,v? are added. That concludes
the construction.

We prove the following two lemmata which we then combine to prove the NP-
hardness theorem.

Lemma 4. If G has a dominating set of size at most K, then a4(G’) is at most k+2.
Lemma 5. The domination number of G is at most the domination number of G'.

Theorem 3. Given a general graph G and an integer K (as part of the input),
deciding whether a4(G) < k is NP-hard.

Moreover, we provide an approximation result via the Set Cover problem.

Definition 6. Set Cover: Given a universe {{ and a collection C of subsets of
the universe, decide if there exists a cover, i.e. a subcollection C' < C such
that Ugecrc = U.

We create an instance of Set Cover, where U=V(G) is the universe and
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C = {N/v] : ve V(G)} is the collection of subsets. Notice that a solution to
this instance is exactly a solution to the dominating set problem. We produce an
[nn-approximation for this instance by using the greedy algorithm for set cover
[6] and then use it in the following theorem as a tool to obtain a guarding
strategy.

Theorem 4. There exists a polynomial-time 2/nn-approximation for a5(G).

5. Conclusions

5.1. Open Questions

Starting with the fractional robber case, we would like to know whether there
exists a relaxed variant of Cops & Robber that can provide an approximation for
the cop number. Moving to the fast robber on the grid case, the basic question
remains: what is the number of cops needed to capture the fast robber on the
n X n grid? Overall, the big question remaining open is Meyniel's \/n-conjecture.

For the Surveillance game, one could examine what happens when A = 4 or
A = 5. The cost of connectivity also remains open. Finally, it would be interesting to
search for an approximation or an inapproximability result about sn(G, vy).

Regarding Eternal Security, the complexity is still open. One could delve into
combinatorial (graph-theoretic) issues as well.

5.2. In A Nutshell

Many combinatorial games have appeared in mathematical literature over the
course of years. One needs to highlight the correlation between combinatorial
games and graph theory, since any problem regarding a combinatorial game can
be reduced into another problem of graph-theoretic nature. Moreover, the com-
plexity of deciding such games seems to be hard to establish. Last, combinatorial
bounds tend to be hard to prove, since the nature of these games makes things
complicated even for small graphs.

A broader future research direction would be to try to create new combinatorial
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games that model other optimization problems. Perhaps, new insights could be
derived by examining them in a game context. Finally, the range of applications
could be extended such that certain combinatorial games acquire a more prag-
matic nature that counterbalances the abstract theoretical framework in which
they are studied.
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Modern microprocessor architectures have shown demonstrable progress in
performance through the last decades. The increase in the rate of microprocessor
clocks extends the computing capabilities but at the same time they significantly
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penalties becomethe main performance bottleneckin high-performance computing
and increase processor stall time. Data prefetching is used in order to improve
the memory system throughput. This thesis shows how prefetching can effectively
change the processor performance by modifying the MARSSx86, a state-of-the-art
full system simulator for x86 micropro-cessors. More specifically, we integrate a
stride prefetcher for first-level data cache and a sequential prefetcher for first-level
instruction cache. The results, using the SPEC CPU2006 benchmark suite, with
and with-out hardware prefetching mechanisms, indicate that stride prefetching
on a scalar processor can significantly decrease the cache miss rate of particular
programs.
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Performance Evaluation of an Enhanced x86 Microprocessor Model
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1. Introduction

Simulation is the imitative operation of a real-world process or system over
time. It is used to find a cause of a past occurrence or forecast future effects of
assumed circumstances without the cost and possibility of risk that an actual
prototype implementation of a system bears [1]. This is the reason why simula-
tion is extensively used in many cases such as simulation of technology for
performance optimization, safety engineering, testing, training, education, and
video games. Scientific modeling of natural systems or human systems is simu-
lated in order to gain insight into their functionality. Simulation is also used when
the real system cannot be engaged, because it may not be accessible, or it may be
dangerous or unacceptable to engage, or it is being designed but is not yet built,
or it simply does not exist.

In order to comprehend the importance of simulation software, one has to
observe its applications. Simulators are widely used in several scientific fields,
including computer architecture and many research fields almost exclusively
depend on them. The growing urge of accurate tools has led to a lot of study
and research around simulation techniques. As a result we have a constant im-
provement of existing simulation tools and development of many new ones [2].
Through simulators researchers can evaluate different hardware designs without
building costly physical hardware system prototypes. They can access non-existing
computer components or systems and obtain detailed performance metrics, as a
single execution on simulators can often generate a large set of performance
data. In addition to this, debugging on real hardware typically require re-booting
and re-running the code to reproduce the problems. Thus, this can be avoided as
some simulators that have a fully controlled environment, allow the developers to
run code backward once an error is detected.

The simulation results are often used for validation, debugging, performance
met-rics in research projects and for alternative implementations’ evaluation with-
out actually building the systems in real life. This is the prevailing design space
exploration method for new architectures and microarchitectures. Accuracy
of simulation models provides significant support to the design of correct and
efficient computing systems. Actually, the simulator itself is a program that pro-
duces results such as input/output signals and statistical data functionality and
performance of the given model (execution time, cycles etc.)
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Depending on their purpose and level of detail, architectural simulators can be
cat-egorized as functional and performance simulators. “Functional simulators”
empha-size on achieving the same function as the machine we want to simulate,
while “performance simulators” aim to accurately reproduce the performance
behavior, in addition to functionality. Therefore, performance simulators usu-
ally maintain a more detailed description of the initial machine and in most cases
deliver much more detailed results. Performance simulators are divided to cycle
accurate simulators and instruction schedulers.

The first category includes the simulators that describe the microarchitecture of
a processor on a cycle-by-cycle basis, maintaining data that represent the state
of all components at any time during the simulation. Then, the simulators are
subcategorized depending on the kind of input that they accept, such as “Trace
driven” and “execution driven” simulators. The first category consists of simulators
that read an instruction trace with given input that has been already produced
by a previous execution. The second one has simulators that read a file with ex-
ecution code and runs the program like it would be run on a regular system. The
first category tools can be easier developed and they can produce faster simula-
tion results. The second category of simulators let us execute any program that
has been translated for the given architecture and produce results that are more
accurate (closer to reality of an actual implementation) as it takes into considera-
tion the system resources that form the complete execution path [5].

Instruction schedulers only simulate an instruction-set architecture and lack the
technical details of specific implementations. “Instruction scheduler” simula-
tors are usually faster but are not capable to accurately emulate implementa-
tion techniques that exist below the architectural level (i.e. micro-architectural
mechanisms), such as pipelining and out of order execution. They often serve in
simulating older hardware devices, especially in cases where timing information
of the modeled design is not required. On the other hand, “cycle-accurate simu-
lators” constitute the category of architectural simulators with the best accu-
racy. More specifically, they emulate a computer system at the microarchitecture
level. By the term “microarchitecture” we refer to the way a given instruction set
architecture is implemented on a processor. This level of detail gives the ability to
accurately model a processor design exactly as implemented, taking into account
the timing information of possible pipelining stages, multiple functional units,
inter-cluster communication bandwidths, micro-operations, out-of-order models,
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non-blocking memories and other similar details that may exist under the layer
of instruction set architecture. Depending on the required accuracy of results, the
detail of the subject model may vary.

2. MARSSx86 - A QEMU-Based Full System Simulator

MARSSx86 (abbreviation for Micro-ARchitectural and System Simulator for x86-
based Systems) is a framework for fast cycle accurate full system simulation of
the x86-64 architecture of single core, multicore and heterogeneous core
configurations. It is open source and it is built on top of QEMU emulator in order
to support full system simulations running unmodified operating systems and
applications. It is a simple yet efficient full system architectural simulation environ-
ment based on tools that already exist [6]. It is imperative to have a full system
simulation tool that incorporates realistic simulation models for other system level
components such as the chipset, DRAM, network interface cards and peripheral
devices in addition to accurate simulation models for single and multicore proces-
sors implementing the x86 instruction set architectures. Such a tool is useful for
evaluating and developing products that will use current and emerging single and
multicore x86 chips.

MARSSx86 is built on top of QEMU: a stable emulation framework which con-
sists of various components like a CPU emulator, memory management unit, 1/0
devices and chipsets. It provides a multicore simulation environment for
x86-64 ISA, with detailed pipeline model, including the breakdown of instructions
into micro-operations (uops) per second. The simulated processor model used in
MARSSx86 is derived from PTLsim, which simulates cycle-accurate out-of-order
cores but also has some extensive enhancements for improved simulation accu-
racy and performance.

One of the most important characteristic of MARSSx86 is the support of flexible
switching between the simulation environment and the native x86 emulation
mode of QEMU. This is done by permitting the fast-forwarding of simulation in
the emulation mode to a specific amount of instructions where cycle-accurate
simulation is needed. Similarly, unmodified operating systems can be booted on
MARSSx86 and the execution of unmodified x86 binaries of applications and
existing libraries can be simulated on it. MARSSx86 includes detailed and cycle-
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accurate models of modern memory hierarchy for single-core and multicore
architectures. The latter also supports coherence in cache hierarchy. Last but not
least, this microprocessor simulation system permits system-level data, such as
network packet images and disk block images, to be imported into the simulator
from the underlying emulated system.

3. Components Design Implementation

3.1. Data Prefetcher

The designed data cache prefetcher implements a stride prefetching mechanism
that is trained by the streaming of physical addresses that come from the address
generation units. Stride prefetching is based on the idea that detecting some
patterns with a constant stride in the executing program can actually improve
future prefetching. A stride memory reference pattern is when a sequence of
memory addresses is separated by a constant stride “s” as shown in figure 1. This
can occur for example when an array is referenced by a loop index.

b b+1s b+2s b+3s s b+ 55

I'l. .III'.. f"- _||||

Shricke Shrice Sride Strine Strioe

Figure 1: Strided Access

Stride prefetching exploits some loop structures in the executing code by
monitor-ing successful load and store instructions. That way capacity misses
are eliminated. There is a buffer named miss-stride buffer that is mainly used to
eliminate conflict misses. When a memory address miss happens after N other
misses, the memory ad-dress is likely to miss again after N other misses. By using
the above scenario, more effective predictions can be done. A lot of ways have
been proposed to detect a con-stant stride pattern, either more aggressive or less.
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When a constant stride is detected, the scheme indicates a successful prediction
and triggers new prefetch requests based on this constant stride. This procedure
is called prefetcher training. Prefetching then continues as long as the step on
the memory address reference for that specific load or store instruction is the
same as the previous. Stride prefetching keeps track of the addresses genera-
ted for load and store instructions, so that comparison and calculation of the
strides for future prefetching can be done. Moreover, the address references that
correspond to their instructions must be saved, in order to make the stride
detection possible, especially on loop structures with more than one memory
references. For saving the address references and their respective instructions,
stride prefetching uses a cache named Prefetcher Table or Reference Prediction
Table (RPT) where the recent instruction identity information and its address
references are stored. Hence, the prefetches are correctly calculated.

The organization of the Prefetcher Table is shown above in figure 2. The table is
indexed by the CPU’'s program counter (RIP). When memory instruction mi is
execut-ed for the first time, an entry for it is made in the PT with the state set to
initial signi-fying that no prefetching is yet initiated for this instruction. If m; is
executed again before its PT entry has been evicted, a stride value is calculated
by subtracting the previous address stored in the RPT from the current effective
address.

The state of the PT is incremented during the executions upon sequential poli-
cies by correctly handling strided array references. It must be noted that, prefetch
addresses are calculated as following:

effective address + ( stride x distance )
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Figure 2: The organization of the prefetcher table

In order to efficiently exploit and incorporate the new distance attribute, it is
taken into account the RIP as well as the Program Counter Look Ahead (PC-LA).
This pseudo Program Counter initiates prefetches and the difference between
the RIP and LA-PC is the distance &. Prefetch requests are sent to a buffer that
keeps a prefetch queue before sending them to a single data cache. A Prefetch
Table is used in the data cache prefetcher that stores all the data used for training.
The Prefetch Table has a valid bit field that shows if the entry is valid or not, a past
physical address used that stores the previous address reference and a register
instruction pointer of the given x86 instruction used as a tag. In addition, there
are two fields: the stride and the confidence, which store the stride value in order
to be compared with the new reference, and the confidence value that shows the
aggressiveness of the algorithm respectively. Finally, there is an LRU field for the
associatively array implementation. The physical addresses that are generated
provide data to the training units of the prefetcher. This procedure is the
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prefetcher notification, and helps allocate the entry that is located in the tail of
the prefetcher’s input buffer. The oldest buffer entry is sent to the Prefetch Table
where a set is selected by using the RIP’s least significant bits as an index number.

3.2. Instruction Prefetcher

The instruction prefetcher uses a prefetch-on-miss sequential prefetching
technique that is trained when an instruction cache miss happens. Sequential
prefetching is a method that prefetches data according to their location, which
means that relies on spatial locality. Cache fetching is done in blocks, named cache
blocks. Multiple word cache blocks are themselves a form of data prefetching
and grouping memory words into single units is a method that exploits spatial
locality and prefetches data that are going to be referenced in the near future.
The degree to which large cache blocks can be effective in prefetching data is |
imited by the ensuing cache pollution effects. Cache blocks are fetched by the
processor based on the One Block Lookahead (OBL) method. That way, the block
Bh+1 is fetched when B, is accessed.

OBL implementations differ depending on what type of access to block b initiates
the prefetch of b+1. Other approaches depend on what type of access to block n
trig-gers the Prefetch of n+1: Prefetch-on-miss, Tagged Prefetch, and Sequential
Prefetch with K=2, where K shows the degree of prefetching. One of them, the
prefetch-on-miss algorithm simply initiates a prefetch for block b+1 whenever an
access for block b results in a cache miss. If b+1 is already cached, there is no
memory access.

As in data prefetcher, the input is placed in the input queue and a prefetch
request is initiated aiming at the next sequential instruction cache line. Finally, it
is deployed in the instruction prefetch queue and the request is sent to the
instruction Level 1 cache. In case a miss happens, an entry named Miss Address
Buffer is allocated and the request is sent to L2 cache. If an entry is already on the
MAB then the requests are dropped.
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Figure 3: Design with the Prefetching Components

3.3. Design Summary

To begin with, according to the implementation, instruction and data prefetch-
ers are an entity and can share some functional parts but they are internally
separated and, in fact, they can be considered as two independent components.
For instance, it can be seen that each one of the components, has a separate queue
for the requests. More specifically, prefetch requests that are in the queue are
treated equally.

The implementation consists of two input buffers, two prefetch (or output)
queues, the one for instruction prefetching and the other for data and one
Prefetch Table with a configurable size. The size of input and prefetch queue is also
configurable. The input buffer entry has a memory address reference, an
instruction pointer, a thread id in case of multicore systems. Each prefetch table
entry has, as mentioned before, the last memory address, an instruction pointer
named RIP (register instruction pointer), the recorder stride and the confidence
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field. The instruction pointer is used as an entry tag. It is noteworthy that, when
the input queue is full the new requests are dropped, while the prefetch queue
drops the first request that came in, as it uses the first in-first out method. As far
as the data prefetcher is concerned, the stride prefetching scheme is used. The
figure 4 below shows the basic structure of the implementation.
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Figure 4: Prefetcher design

When a request gets into the prefetcher, the current RIP field is probed to the
prefetch table, in order to check if there is already an entry with the same values.
If there is not an entry with the same RIP, then we have a miss so a new entry is
inserted to the prefetch table with the request’s data in the entry’s fields.

If there is an entry with the same RIP, then we have a hit in the prefetcher
table. Consequently, the stride is calculated. Stride is the difference of the
request’ s physical address (new) and the entry’s physical address (old). If they
are the same, then, we have a NULL stride exception. As a result, the old physical
address is overwritten by the new one. If the physical addresses are different
their difference must be in the allowed limits that are defined for strides. If the
stride is over the limits then we have an exception. If not, the request’s stride
(new) is compared to the value of the prefetcher table’'s stride (old stride).
If the new stride is different than the old one and the state field (confidence) is
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less than the threshold, then the previous stride is updated to the new value of
the stride. The entry found on the prefetch table is overwritten with the values of
the request.

If the new stride is different than the old one and the state field is greater or
equal to the threshold, then the state field is decreased by one. Consequently, the
entry found on the prefetch table is overwritten with the values of the request.
If the previous stride is equal to the new stride and the state is less than the
threshold, then the state is increased by one. If the previous stride is equal to
the new stride and the state is greater or equal to the threshold, then there is a
pattern found and after the state is increased by one, and an output is produced,
then the prefetcher queue entry fields are updated with the request's data.
The output has the physical address increased by the stride value multiplied
by the algorithm's degree. This means that the prefetch table has predicted an
entry according to the data pattern that was detected. Once again, the found entry
is overwritten with the values of the new request.

The degree value that defines the level of prefetching is configurable. This degree
allows more than one data to be prefetched. For instance, if stride=5, last physi-
cal_address=3000 and degree=3, then the next data that will be prefetched will be
in the addresses: 3010, 3015, and 3020.

4. Simulation Results

We have performed a series of simulation for performance evaluation with
SPEC CPU2006 benchmarks [14]. Twenty-four out of total 29 benchmarks were
tested successfully in our experiments. We have excluded the other five
benchmarks (bwaves, gobmk, gromacs, dealll and soplex) that had problems and
did not finish the test. The tables below present the simulation data that show
the performance behavior of the benchmarks for 1 billion total committed
instructions. Almost in every case in figure 5, the Experimental model shows
an improvement of at most 22% compared to the Baseline model. The amount
of instructions that were chosen for simulation may not be a large part of each
benchmark. Nevertheless, they are acceptable for turning adequate conclusions
about prefetching. It is known that at the beginning of any program there are lots
of initialization procedures and that at the ending we usually use store/write
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instructions. In reality, prefetches that are made just before the end of the
program will not be used as the instructions will probably store, print or return a
certain value.

The figure 5 below indicates that each benchmark has different structure and
behavior and this means that they produce different results as far as
prefetching is concerned. Finally, these findings suggest that prefetching cannot
always be productive at the same level for all programs. Correspondingly,
the results of the simulations are graphically presented below. The values
of Instructions per second (IPC) and speedup for 1 committed instructions are
shown below.

speed Up - 1E Committed In structions

Figure 5: Speed Up - 1B Committed Instructions

5. Conclusion

This work describes the modification of a state-of-the-art x86 full system
simulator and more specifically the integration of new a new memory controller
in the existing memory hierarchy: a stride prefetcher for data caches. We
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successfully managed to satisfy the goal of the new implementation that is to
increase speedup during the simulation by using prefetching and by integrating
two L1 prefetcher components (data and instruction).

During this work, it was found that stride prefetching may not be possible to
establish an access pattern for an instruction that uses an indirect address
because the instruction may generate effective addresses which are not
separated by a constant stride. In addition to this, the algorithm is far less
efficient at the beginning and at the ending of a loo. This means that, prefetches
are initiated only when an access pattern is discovered, which means that for at
least the first two iterations there will be no prefetching.

Furthermore, the end of prefetching in a loop requires an incorrect prediction in
order for the subsequent prefetching to stop. As a matter of fact, the speedup
may vary depending on the benchmark’s structure like loops and the algorithm'’s
level of aggressiveness. Moreover, it is important to say that some programs
may respond better to this prefetching scheme, as they can be highly vectorized.

Given these points, there are some benchmarks that are prefetch-friendly, which
means that in some cases as shown in the experimental results section, they can
benefit from prefetching. On the other hand, there are some others that their
structure and behavior does not benefit from prefetching and show degraded
performance.
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Abstract

Over the last few years, social media platforms have become more and more
popular. Collecting, editing and analyzing big data has become possible with a big
range of application programming interfaces (APIs) offered from the most wide-
spread social media platforms. Nowadays, many data mining researchers focus on
detecting events and emergencies through social media. The goal is to recognize
disasters early in order to inform public, allocate resources and special response
teams.

In this thesis, we explore the use of Twitter as a mechanism used in disaster relief,
and consequently in public safety. In particular, we perform a case study on the
floods that occurred in the United Kingdom during January 2014, and how these
were reflected on Twitter, according to tweets (i.e., posts) submitted by the users.
We present a systematic algorithmic analysis of tweets collected with respect to
our use case scenario, supplemented by visual analytic tools. Our objective is to
identify meaningful and effective ways to take advantage of the wealth of Twitter
data in crisis management, and we report on the findings of our analysis.

Keywords: Text Mining, Web Mining, Event Detection, Emotion Extraction, Clustering
Techniques, Visualization, K-Means, V-Analytics

Advisor

Dimitrios Gunopulos, Professor



mailto:antoniasar%40di.uoa.gr?subject=

Data Mining on Social Media to Detect Events and Disasters - A. Saravanou

1. Introduction

Social Media services, such as Twitter, have become a very important source of
information for academia, industry and the real content providers, the users.
For instance, Twitter now counts more than 271 million monthly active users,
with an approximate of 500 million updates posted per day. These updates are
called tweets and they are short messages that users are able to post, up to 140
characters. The resultis a constant flow of user-generated content, usually referred
as the Twitter Stream.

Social Media are complementary to online blogs, where the former contains
snippets of more up-to-date information, while online blogs are used for
expressing someone’s thoughts, ideas, beliefs and are the result of a more
thought-through process. The significant advantage of microblogs compared
to blogs is their constant updating. This characteristic of fast change, along with
the imposition of an upper length limit, is what sets microblogs apart from other
social networking services. We address the problem of quick detect of an event
and the location that the event occurred, the monitoring progress and evolution
of the incident in order to early inform citizens and the corresponding authorities.

Unfortunately, automatically identifying real time events from microblogs is not
that easy. One of the challenges is: 1) the large adoption means that we must
process in real time voluminous amounts of data. 2) The content (text) is short,
very noisy, with a lot of slang and personal style, and diverse in numerous ways,
regarding location, languages and themes. Finally, 3) the precise location of a user
is generally scarce leading to several techniques for location extraction.

Motivated by shortcomings of existing work, we address the problem of detect-
ing events in a stream of short-form messages, focusing on Twitter. In this thesis,
we concentrate on analyzing data extracted from social media, in order to iden-
tify emergencies. The analysis of the social media’s data includes emotion and
location extraction. We focus on detecting tweets that contain information about
floods that occurred during the period of January 2014 in England. We look for
detecting in detail the areas that were affected by the floods, as well as how the
floods were spread in the entire area of England. By monitoring the Twitter stream,
we can access the reactions of users to an event of the real world. An event is
triggered by a significant change in the emotional state of a potentially large group
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of people, and our goal is to capture this sudden change.

In the context of this thesis, we focus on identifying emergencies, such as the
floods during January 2014 in England, using data from Twitter, we seek to detect
the areas affected by the floods. We propose techniques to correlate the char-
acteristics of messages with the event and evaluate the quality of results. Also,
using appropriate visualization tools we can identify the exact area of the incident.
The goal is to recognize disasters early in order to inform public, allocate resources
and special response teams.

Overall our system integrates the following distinct facets:

« Event Detection, we extract tweets that are related to a given event type from the
raw data, crawled from Twitter APl during the period that the event occurred.

« Emotion analysis, grounded on influential notions from affective and cognitive
theories from psychology. Sentiment analysis, text analytics and classic data
mining methods are used for this purpose.

« Location Extraction, placing tweets and the visualization of a clustering technique
on a map.

» Area Separation, using a clustering technique, separate the entire crawled area
on smaller ones, in order to find how the event affected smaller geographical
areas.

2. Background

The nature of social media data has led to an increased use of the medium for
the purposes of event identification. Early works focus on events of specific types
e.g. news [9] or political debates and elections. This is typically done by either
whitelisting users (e.g., news reporting agencies) or by building on the premise
that the topic is inherently polarized, in which case we can monitor the reactions
of user communities. Emergency events, such as the ones we consider here
(i.e., floods, fires), are not polarized, rendering such techniques useless. On the
other hand, whitelisting will only provide access to the raw data - which we can
retrieve through other means as well -, without offering any additional insights.
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The most characteristic (and successful) example of event identification through
social media information is [8]. This work focuses on earthquakes and its main
objective is to accurately extract the location of an earthquake. The authors rely
on a manually crafted lexicon to match geotagged tweets related to the event.
They propose a model that incorporates established scientific theories on wave
propagation, through which they identify the origin of an earthquake. These
particular theories, however, do not apply to floods, rendering these techniques
inapplicable for our use case.

Type-independent event identification has also been a hot research area
recently, to avoid the manual or semi-automatic generation of lexicons [1, 2, 5].
These techniques are more complex than the one we propose in this paper, but
their objective is in identification and much less in understanding the spread of
information on social media or how an event is portrayed online. Although event
identification is clearly the first step to disaster management and relief, we believe
that our current analysis may provide additional insights on how to utilize social
media information.

Recent research attempts have also put social media to the test for flooding
events [7, 3]. Such attempts are usually constrained to a statistical analysis of the
collected dataset, e.g., #tweets, #users, hashtag distribution, and secondarily to
an analysis related to the flooding event itself, e.g., vicinity of tweets to the event.
Even in these cases, the evaluation implies that we have access to high quality
sensing devices. Although this does not invalidate the findings of the research
works, in practice, it would render social media useless for the purposes of flood
disaster management.

The most closely related work regarding flooding events is the one in [3]. The
authors use their framework to visually examine spatio-temporal data regarding
the floods that took place in Germany in the summer 2013. They focus on stream-
lining a visual analytics workflow that will assist in detecting significant events,
and discuss their hypothesis and findings. On the contrary, in our current work,
visualization tools are supplementary, as we focus on a methodology and accom-
panying techniques that will help us identify heavily stricken areas.
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3. System Overview
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Figure 0: System Overview

In Figure 0, we present an overview of how our event detection analysis and visu-
alization system will work. There are four main phases; the emotion extraction,
the search for tweets related to floods, the clustering in order to create smaller
geographical areas and the phase that tweets are assigned to geographical areas.
In emotion extraction, we use the text of each tweet in order to classify it in one
of the emotion classes used. Then, we can choose to set for each tweet the
emotion class that has the highest ratio, or the emotion class that has ratio
greater than 0.1. Except from finding the most suitable emotion, we need to
separate from the raw data, a dataset that contains tweets that have informa-
tion/comments/thoughts about the flooding phenomenon. In parallel to this, we
apply some clustering techniques using the GPS location of all tweets crawled
to discover some smaller parts of the whole bounding box used for crawling,
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the geographical areas. Afterwards, we build Voronoi polygons with the results
from the clustering technique. In addition, we use the datasets generated in
the previous phases, depending on the visualization we would like to view.
We combine the geographical information with the results of the emotion and
“flood context” extraction and create files in compatible type with the V-Analytics
tool. Finally, we could use the results either for analysis (timeseries), either for
an extra clustering layer in order to discover the progress of the incident, and
how it affected each area per time frame.

4. Crawling Data From Twitter (England Area)

We will start by describing the data we collected to perform our case study.
Posts on Twitter, generally known as tweets, are short snippets of text, up to
140 characters. Aside from text, they may contain features like (shortened)
hyperlinks to external sources, hashtags, i.e., author-generated tags describe
the topic of a tweet (e.g. #sports), mentions of other Twitter users, or other data
formats, including images and videos. We used our custom built crawler [4] to
collect tweets from the Twitter service, using the Streaming APIl. The Stream-
ing API returns a sample of all public tweets, as these are posted in the service,
granting us access to up-to-date information. Given our interest in the floods
that took place in the United Kingdom (UK), we limited ourselves to tweets
posted from this particular area. To achieve this, we used a bounding box that
covers the entire UK, namely [(-13.4139, 49.1621), (1.7690, 60.8547)], and used
that as a first filter for collecting the data. This way, the sampling policy is
applied directly to those posts that, according to the service, have originated
from a location within the requested bounds. In some cases, we may receive a
tweet that does not have an associated GPS coordinate, because the service
has concluded that it falls within the requested bounding box through other
means, e.g. the user’s profile. We do not consider such tweets during our analy-
sis, because our approach is based on the specific geolocation of a tweet. More
information about the bounding box filter is available at https://dev.twitter.com/
streaming/ overview/request-parameters.

We applied the data harvesting technique described above for a 5 day period,
during early 2014. Once a tweet is received, we store all of its information
externally for offline processing. Table 1 summarizes some basic statistics of the
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collected data. The entire dataset consists of more than 2.3 million geotagged
tweets. The first and last days contain about half of the tweets compared to the
rest, as our crawl only covered half a day on each of these occasions.

Table 1: Dataset Statistics

Period Total #T'weets | #Flood Related Tweets
Jan. 13 351140 2725
Jan. 14 577151 4973
Jan. 15 369108 4159
Jan. 16 578553 4994
Jan. 17 275358 3490
Total 2351310 20344

5. Extraction of tweets related to floods

A problem with our original dataset is that it contains tweets that have been
filtered only on the grounds of location. However, because of the high diversity
of Twitter users and their interests, it is likely that many tweets will be completely
unrelated to the event which we are monitoring. For this reason, we need to
perform an additional filtering step, to keep only those posts that are related to
floods. To achieve this, we built a custom lexicon, containing tokens related to
our event. Note that this is the norm for monitoring events of a particular type
in Twitter [8, 9, 10]. We started with a very small seed set of 13 related tokens,
including “rain, flood, weather, storm, showers”, etc. We parsed the entire dataset
and extracted all of the tokens - excluding mentions, i.e., @username - that contain
at least one of the seed set keywords as a substring.

Following the methodology described above, we obtained a lexicon with 1546
distinct keywords, much larger in size than the seed set. This lexicon contains the
seed keywords in various forms, e.g. raining, floods, #ukweather, etc. However,
our approach also yielded a lot of false positives, e.g., brain, train, etc. We care-
fully reviewed each keyword and discarded everything that is not related to our
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use case. The final, cleaned version of our lexicon contains 456 distinct keywords.
Although this is a laborious process, it only needs to be performed once.

Table 2: Lexicon Keywords

Original Lexicon Flood Lexicon
{1546 keywords) (456 keywords)
" Rank || Keyword | In#Iweets || Keyword | In#Iweets
1 rain 11235 rain 11235
2 frain 6499 weather 3331
3 fraining 4593 SHOW 1006
4 weather 3331 raining oo7
5 brain 1747 rainbow 419
6 trains S5 LT ] Cstorm | 333
7 SNOW 1006 showers 773
8 raiing 9oy reiny 249
9 rrainers El3 flooding 215
10 drained 435 fiooded 214

Table 2 contains the top-10 keywords for the two lexicons: the one that was
compiled directly from the collected tweets, and the cleaned version, contain-
ing only the keywords related to our event. It is important to note that keywords
with a high number of occurrences (as seen from Table 2) are generic enough
and are related to the event type, not to the particular location. This means that
we can use these keywords for the same purpose (flood monitoring) in other
locations as well.

Algorithm 1 Selection of Flood-related Tweets

Input: Set of tweets T, Lexicon £
Output: Set of flood-related tweets Tyiood
I: Trio0a + U;
2: for every tweet t € T do
3 tokens « split t.text into tokens;
4 for every token tkn € tokens do
5: if £.contains{ tkn ) then
6: Add ¢ 10 Thieod;
T
B:

break;
return Tiood
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Having our flood-related lexicon in place, we iterate over the entire collection for
a second time. During this step, we select tweets as follows: We tokenize the text
of the tweets and keep only those that contain an exact match with at least one
of the keywords of our flood lexicon. Algorithm 1 presents the pseudocode for
selecting the flood related tweets. Given that, at this point, our lexicon contains
only flood-related tokens, we expect the majority of the extracted tweets to be
discussing the event of our use case, making them safe to use in our subsequent
analysis. We say “the majority” because some lexicon keywords may have a
slightly altered meaning on occasions. For instance, the expression “be under
the weather” is most likely unrelated to a flooding event, although it contains the
seed keyword “weather”. To that end, the authors did a preliminary manual
analysis of 1000 randomly selected tweets, that contain at least one keyword
from the flood lexicon. This analysis showed that 88.5% of the sample is relevant
to the event that we care about.

6. Emotion Annotation

We also applied the algorithm described in [1] in order to discover what was the
feeling of the user the moment he posted the tweet. This method, uses a classifier
to annotate each tweet with rates to 6 different classes of emotions, proposed
by Paul Ekman [6]: anger, fear, disgust, happiness, sadness, surprise, plus the
neutral state, to describe the absence of an emotion. To do the classification,
this method uses dictionaries (affective WordNet) and features of the tweets.
As aresult, each tweet is annotated with the ratio for each of the 7 emotion classes.
In order to annotate each tweet with one emotion, we can annotate each tweet
to the emotion that has the biggest ratio, “the most fitted emotion» or we can
annotate each tweet to each emotion that has ratio above 0.1. We applied both
techniques in the initial dataset and the «flood-related» dataset and conclude in
using the «ratio > 0.1» approach for our experiments.

7. Generating Monitored Regions

As we have already pointed out, we are interested in techniques that will provide
meaningful insights to our collected data. In particular, we have noted three spe-
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cific questions that we would like to answer, through our subsequent experimental
analysis:

Q1: How can we identify the areas that have been hit the most by an event?
Q2: How effective can we be in identifying these areas?
Q3: Can we identify areas that have been stroke by the event in a similar manner?

The major concern of question Q1 is the identification of the areas that have
been hit by the event the most. We need to identify areas or regions, we need
to go beyond the GPS coordinates of a single tweet. We apply k-Means cluster-
ing to aggregate the geotagged information of our tweets to form these larger
areas, which will create k non-overlapping regions. We extract the geotagging
information from all of the tweets of the original dataset. This gives us a little
more than 2.3M GPS coordinates in (longitude, latitude) form, covering the entire
country (UK). We use the original dataset because it contains a lot more tweets,
thus we expect the clusters to better reflect the actual underlying population.
Before the clustering step, we convert the GPS coordinates to Cartesian ones,
using Mercatorian map projections, for k-Means to work properly with the
L2 Euclidean distance. We experimented with different k values (k = 10, 100, 500,
1000) and report on the results for each case.

{2} 10 clussers (B) 100 glusiers (e 500 clusers () 1000 chasiers

Figure 1: Spatial clusters generated by k-Means clustering on the

entire (2.3M) collection of tweets

Figure 1 a)-d) shows the boundaries of each generated cluster as Voronoi
polygons, for the different values of k, overlayed on top of a UK map. We can
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clearly see that as we increase the number of clusters k, we get more splits in
the densely populated areas (London, Manchester, Leeds, Glasgow, etc), as
opposed to more rural areas. As a result, our current analysis could be seen as
a weak proxy for hierarchical clustering, cutting the hierarchical dendrogram at
different levels (heights).

8. Identifying Flood-Affected Areas

To identify the areas that were mostly affected by the floods, we will prioritize
the generated regions by their potential of being affected by the flood, and
propose 3 schemes to do this. The scheme would practically dictate the order with
which emergency response units should attend to each region.

Given that the number of regions to check is quite high (1000 regions at most),
the prioritization scheme will also allow us to reduce the evaluation cost. A good
prioritization scheme should return highly affected areas first, and less affected
areas afterwards. We can then evaluate the top-n regions, as returned by each
scheme.

The prioritization approaches that can be used for this purpose are:

+ By #tweets: This is the simplest scheme and serves as our baseline. The regions
are ordered by the number of tweets posted from it, regardless of being flood-
related or not.

+ By #flood-related tweets: The regions are ordered by the number of flood-
related tweets posted from that area.

* By SNR: A potential problem of the previous scheme is that densely populated
areas are more likely to have a high number of flood related tweets. We counter
this via a Signal-to- Noise Ratio approach. Each region r is assigned a score

# flood-related tweets in r
# tweets in r

score(r) =

and areas are ordered by their respective score.
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9. Experiments

9.1. Evaluation

To evaluate our results, we use two independent sources as ground truth
information, the monthly hydrological report for January 2014, published by the
Centre for Ecology & Hydrology, of the Natural Environment Research Council
in the UK (http://www.ceh.ac.uk/data/nrfa/nhmp/hs/pdf/HS_201401.pdf) and the
Met Office, published by UK's National Weather Service ( http://www.metoffice.gov.
uk/media/pdf/n/i/Recent_Storms_Briefing_Final_07023.pdf).

The evaluation took place as follows. From the k clusters obtained through
k-Means clustering, we select the top-n (n=100 in our case), ordered by each
scheme (#tweets, #flood tweets, SNR). We manually review each of the n ar-
eas, and compare it against the ground truth information. We use a Likert scale
([1-5]) to specify the degree up to which an area has been affected by flooding
(1="not at all", 5="completely flooded"), and assign a score to each of the top-
n areas. The assigned score for each area is normalized in the [0-1] range. We
then compute and report the running average of the scores up to the i-th ranked
area, using the formula

Zi: likert_score(j)
j=1 o

value, = _
|

where likert _score(j) is the likert evaluation for the j-th region. The result of
this evaluation is given in Figure 2. On the x-axis we plot the top-n areas, where-
as on the y-axis we plot the running average of percentages, using the above
formula. We compare the 3 schemes: i) by number of tweets in the area (All)
and ii) by number of flood-related tweets (Flood) and iii) by Signal-to-Noise Ratio
(SNR).

We observe that for k=100 clusters, the schemes Flood and SNR behave almost
the same, with SNR being slightly better at first. Both techniques perform better
than the baseline approach (All), but their differences become blurred after the
first 50 areas. Looking at Figure 1(b), we see that there is not much detail in the
generated regions, even in areas like London, which might explain the minimal
differences among the techniques.



 http://www.metoffice.gov.uk/media/pdf/n/i/Recent_Storms_Briefing_Final_07023.pdf
 http://www.metoffice.gov.uk/media/pdf/n/i/Recent_Storms_Briefing_Final_07023.pdf
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Figure 2: Running average of the normalized Likert scores, of the top-n
regions that were selected by each prioritization scheme

When we increase the number of clusters to k=500 or k=1000, Flood and SNR
clearly outperform the baseline. This shows that the number of social media
users in an area is not a good proxy for the impact of an event. Counting the
number of event-related posts (Flood) is a much better approach to identify
areas that were hit harder. Nevertheless, Figures 2b)-c) lead us to believe that this
technique shares some of the deficiencies of the baseline approach, due to
the steep decline early on (around top-15 areas). Unlike the baseline, however,
Flood improves much faster. On the other hand, SNR outperforms both of the
other techniques, especially during the top-n areas. The scheme’s performance,
compared to that of Flood, is evidence of our argument that densely populated
regions are more likely to have more event-related posts. Therefore, when we
account for the number of users in that area, as SNR does, we manage to achieve
even better performance. More specifically, SNR is able to maintain a running
average of ~0.9 for the top-100 areas, never dropping below 0.85, providing
us with quantitative data for question Q2. Another thing to note here is that
Flood exhibits the same decline during the first top-n regions, regardless of the
number of clusters k. This leads us to conclude that this is a result of our collected
data, rather than the prioritization scheme.

9.2. Temporal Similarities

One of our final objectives is to identify regions with similar behavior, in the
way that the flooding event was perceived by Twitter users. The general im-
plication of such a similarity is that there is an underlying connection, between
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these areas. This connection could be at the population level, e.g. the users have
similar posting patterns when it comes to such events, or could be due to some
other variable, e.g., a nearby river, or a problem in the plumbing system of those
areas.

For this type of analysis, we start with our set of k clusters, obtained from
k-Means. Each cluster is now a tuple and the output of this analysis will be
groups of clusters. Because we are interested in temporal similarities of the
regions, the features that we will use will be based on daily information.

We will consider the following sets of features, all of which are now applied to the
flood related tweets.

+ The number of tweets that were posted each day d from region r, denoted by
countd,.

+ The ratio of day d from region r is the fraction of tweets posted that day from
that region, over all tweets posted from that region for the monitored period.

Formally, ratiod— COUI’]'[S
") count;
vd’

+ Speedofdaydisthedifference between the ratio of day d and the preceding one.
speed ‘=ratio” — ratiof

The rationale of this feature is to capture abrupt changes, and identify areas
that were affected without sufficient notice.

We experimented with various combinations of these features, when performing
the second level of clustering. Figures 3a-b) show two such groupings that were
the result of clustering the regions using only the speed feature. The x-axis
refers to the day i for which we evaluate speedi,, depicted on the y-axis. Each
figure refers to a distinct 2nd level clustering, where we can clearly see the dif-
ference in the speeds of the regions. Figure 3c) visualizes the two clusterings on
the map. Cluster 1 (in red) contains areas from Scotland, Liverpool and Ireland,
whereas Cluster 2 (in blue) contains areas mostly from the Midlands.
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Figure 3: Second level of clustering information,
using the speed feature

Figures 3a-b) illustrate the difference between areas from the two clusters.
Areas in cluster 1 are mostly unaffected by floods, whereas cluster 2 contains
regions with the opposite behavior. A difference in the trend of precipitation
has also been verified with historical data from http://www.weatheronline.co.uk/.
This is a characteristic example why the speed feature results in one of the best
clusterings that we observed.

10. Conclusion

In this paper, we experiment with Twitter, one of the most prominent social
media nowadays, for the purposes of disaster management and relief. Using
the floods that occurred during January 2014 in the United Kingdom as our use
case, we collect geotagged tweets, to analyze them and gain significant insights.
We propose a methodology to clean the original dataset, build larger regions to
monitor, as opposed to single GPS locations, and process the dataset to identify
flood-stricken areas with high accuracy. Our approach, may also be seen as a
spatio-temporal tool for discovering the progress of an event on a map and
know how these are perceived by the users. In other words, we combined
notions from emotional theories with spatiotemporal information, and tackled the
problem using a dictionary for the known event. We also showcased our system
and We evaluate our findings against ground truth data, obtained from exter-
nal, independent sources and report on those results. We also suggest features
that are better at identifying regions that were affected in a similar way, despite
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not being spatially close.

Our current analysis is restricted to a static analysis of the tweets. In future work,
we will also focus on the problem of automatically identifying unknown events
from the Live Web, as they occur. We would like to develop online or streaming
approaches, including the development of online clustering algorithms for our
setting.
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